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Foreword

Continued population growth and rising per capita income, leading to industrializa-
tion and ever-increasing flows of materials, are giving rise to concern about how to 
ensure more sustainable forms of global human development. It is widely accepted 
that following a similar development path in developing countries to the one taken 
in many industrialized countries for many decades will lead to an unsustainable fu-
ture. In particular, problems associated with climate change, loss of biodiversity, wa-
ter scarcity and the accelerated nitrogen cycle are encountered at global, continental 
and regional scales. Solving them will demand a comprehensive understanding of the 
Earth system. According to the Millennium Ecosystem Assessment, the challenge is ‘to 
investigate what goods and services are provided to humans by the natural and man-
aged ecosystems, and how the ability to provide those services is put at risk by human 
activities’.

Only through a better understanding of the global environment and how it responds 
to anthropogenic pressure, can policy makers make the decisions pertinent to a more 
balanced interaction between human development and the natural system. Giving 
sound advice to policy makers, who are challenged in their  selection of the most effec-
tive and efficient measures against large-scale or even global environmental threats, 
requires a specific mixture of knowledge and innovative tools that are not immediately 
obvious. Recommendations should have a sound base in the natural sciences, recog-
nizing the uncertainties of the complex Earth system but also drawing on the social 
sciences.

An Earth system model such as the Integrated Model to Assess the Global Environment 
(IMAGE) will be a helpful tool in investigating the global issues, and their causes and 
links, in a comprehensive framework. This will include the major feedback mecha-
nisms in the biophysical system. The version of IMAGE presented here represents the 
result of many years of development at the National Institute for Public Health and the 
Environment (RIVM); work on IMAGE is continuing at the Netherlands Environmental 
Assessment Agency (MNP), now separate from the RIVM. MNP has been operating as 
an autonomous agency since 1 January 2006. The first, single-region version of IMAGE, 
called the Integrated Model to Assess the Greenhouse Effect, was developed in the late 
1980s. Since then, updates, as presented in several publications, have culminated in 
the latest incarnation, the IMAGE 2.4 framework.

IMAGE 2.4 shares many of the basic structural components of its predecessors.  Assum-
ing change, population and the macro-economy as key drivers, the model establishes 
physical indicators for both the energy/industry system and the agriculture/land-use 
system for assessment of changes in land cover, climate, and the carbon and nitrogen 
cycles. Besides showing  several improvements in IMAGE and the extension of issues 
offered, this book illustrates how IMAGE can be used to feed broader policy-explor-
ing tools. Examples are tools for assessing impacts on biodiversity, global sustainabil-
ity focused on vulnerability and food security, and comprehensive climate mitigation 
strategies.
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The contributions of IMAGE to international assessments of global environmental 
problems and sustainable development illustrate the continuing desire to improve 
the model framework so as to address the issues raised. Recently, IMAGE results have 
played a key role in several global studies, including the IPCC Special Report on Emis-
sions Scenarios (SRES), the UNEP Third Global Environment Outlook(GEO-3), the Mil-
lennium Ecosystem Assessment (MA), the Second Global Biodiversity Outlook, and the 
Global Nutrients from Watersheds project of the UNESCO Intergovernmental Oceano-
graphic Committee. At the European level, IMAGE has been involved in the Eururalis 
study on future prospects for agriculture and the rural areas of the EU-25 countries, 
and the Greenhouse Gas Reduction Policy (GRP). At MNP, IMAGE is a major contributor 
to the Sustainability Outlook. In addition to its involvement in several projects funded 
by the European Commission, IMAGE 2.4 is currently employed in four global environ-
mental assessments, all scheduled for release in 2007: the Fourth Assessment Report of 
the IPCC, the UNEP Fourth Global Environment Outlook, the IPCC Agricultural Assess-
ment (IAASTD) and the OECD Second Environmental Outlook.

Following one of the recommendations of the IMAGE Advisory Board in 2000, model 
extensions and improvements are being increasingly pursued in close co-operation 
with institutions, both in the Netherlands and abroad, who have expertise comple-
mentary to the IMAGE team at MNP. Today a core network of partners is taking shape 
around IMAGE; within this setting, instrumental joint projects have been submitted 
with partner institutions to secure the necessary resources. The Netherlands Meteoro-
logical Institute (KNMI), the Potsdam Institute for Climate Impact Research (PIK) and 
various departments and institutes of Wageningen University and Research Centre 
(Wageningen UR) now work closely with MNP on a variety of topics. Other network 
partners also contribute their knowledge and expertise in bringing collaborative ac-
tivities to fruition.

The current version of IMAGE, 2.4, offers valuable stepping stones in securing the posi-
tion of IMAGE as one of the leading frameworks for integrated assessment of global 
sustainability issues. Further developments initiated within the network of collaborat-
ing institutions offer excellent prospects for the future of the IMAGE model framework 
in contributing to the analysis of  crucial interactions between human well-being and 
ecological goods and services.

Professor N.D. van Egmond
Director of the Netherlands Environmental Assessment Agency (MNP)
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1 	 The IMAGE model: History, current status 
and prospects

1.1 	 Introduction

The current version (2.4) of the Integrated Model to Assess the Global Environment 
(IMAGE) documented in this publication represents the latest incarnation of a develop-
ment that goes back as far as the late 1980s, when a team at the National Institute for 
Public Health and the Environment (RIVM), Bilthoven, the Netherlands, embarked on 
developing a global model to explore relevant aspects of climate change, emerging in 
those years as an important case for internationally concerted policy deliberations. The 
first version (1.0), formerly known as the Integrated Model to Assess the Greenhouse 
Effect (IMAGE), was a global, single-region model describing global trends in driving 
forces and the ensuing consequences for climatic change and impacts on key sectors 
through a coupled set of modules representing the main processes involved (Rotmans, 
1990). At the time, IMAGE 1.0 was among the first pioneering examples of Integrated 
Assessment Models addressing climate change.

�
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Since then, IMAGE has evolved through a series of new versions, each introducing ma-
jor revisions, enhancements and extensions up to the current version (2.4) documented 
here. This version marks an important milestone on the development path towards a 
next generation model, referred to as IMAGE 3, aimed at capturing – to a larger extent 
– the different aspects and domains of sustainability, with emphasis on the ecological 
domain but also related to the economic and social domains.

Specific features of the IMAGE model include comprehensive coverage of direct and 
indirect pressures on human and natural systems closely related to human activities in 
industry, housing, transport, agriculture and forestry. Whereas socio-economic activi-
ties and drivers of change are elaborated at the 24-region level (Figure 1.1), the climate, 
land-cover and land-use change-related processes are represented in a geographically 
explicit manner on the 0.5 by 0.5 degree grid scale. It is this latter characteristic, rela-
tively rare in integrated assessment models, that makes IMAGE particularly suited to 
exploring interactions between human and natural systems.

Key elements of sustainable development include provision of affordable energy while 
keeping air pollution and climate change under control; management of water sys-
tems in support of agriculture, industry and human settlements; increasing agricul-
tural production while protecting soil, groundwater and surface water quality, and 
slowing down and eventually halting further loss of biodiversity. More generally, these 
issues can be described as the challenge to strike the balance between human devel-
opment and the goods and services provided to humans by the natural and managed 
ecosystems, which are put at risk by human activities (Millennium Ecosystem Assess-
ment, 2006a). An integrated assessment model like IMAGE 2.4 presents a helpful tool 
for investigating these interactions in a comprehensive framework, including the ma-
jor feedback mechanisms within the biophysical systems.

As previously stated, the current version of IMAGE is the result of many years of devel-
opment at the National Institute for Public Health and the Environment (RIVM), and 
–following a recent re-organization – the now separate Netherlands Environmental 
Assessment Agency (MNP). The development stages can be followed in a series of three 
books (Rotmans, 1990; Alcamo, 1994; Alcamo et al., 1998). Substantive further develop-
ment work was undertaken between 1998 and 2001, resulting in the version 2.2 model 
used to elaborate the IPCC-SRES scenarios (Nakicenovic et al., 2000). The documenta-
tion on version 2.2 covering the implementation of the SRES scenarios is included on 
two CD-ROMs (IMAGE-team, 2001a; IMAGE-team, 2001b).

The main focus of this book, Integrated modelling of global environmental change: an 
overview of IMAGE 2.4, is to document the new developments in the IMAGE model 
between 2001 and 2006. More specifically, section 1.3 summarizes version 2.4 of the 
model (which the subsequent ten chapters of this book further elaborate). After high-
lighting the new key features of version 2.3 in the framework of a historical overview, 
this first chapter summarizes the current status of the development process up to mid-
2006 (section 1.3). It goes on to compile uncertainty and sensitivity analyses carried 
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out for the main model components (section 1.4), which is followed by an overview 
of recent and current IMAGE applications (section 1.5). The chapter concludes with 
ongoing and planned initiatives for improvement beyond version 2.4 and on the way 
to IMAGE 3 (section 1.6).

1.2 	 History of the IMAGE model

The IMAGE model had its beginnings back in the mid-1980s, when RIVM decided to 
build a simple prototype model to capture the relationships between human activities 
and climate change. The experience gained from the prototype was subsequently used 
to build the Integrated Model to Assess the Greenhouse Effect (IMAGE 1.0, Rotmans 
(1990)). IMAGE 1.0 was a global (single-region) model to capture major cause–effect 
relationships making up the complex greenhouse problem. It constituted a global-
averaged integrated structure combining energy and agriculture models for green-
house gas emissions, a global carbon cycle model, parameterized global radiative 
forcing, temperature change and sea level rise. IMAGE 1.0 was used to explore global 
scenarios for further developing the first set of scenarios for IPCC. With regard to effects 
of climate change, and possible feedbacks, a regional set of modules was implemented 
to drive grid-based impact calculations as part of the ESCAPE framework (European 
Commission, 1992).

Building further on innovative approaches taken in the ESCAPE framework to estimate 
emissions resulting from energy and land use for world regions, IMAGE’s focus was 
shifted to a regional base, and became known as version 2.0 (Alcamo, 1994). In this ver-
sion land-cover and land-use modelling was done on a resolution of 0.5 by 0.5 degrees, 
drawing on experience with geographically explicit global models. At the time (1994), 
IMAGE 2.0 was the first published global integrated model having geographic resolu-
tion. All subsequent incarnations of IMAGE 2 have retained this two-strand approach 
of regional drivers and grid-based biophysical modelling.

In essence, IMAGE 2.0 consisted of three linked clusters of modules: the Energy-Indus-
try System (EIS), the Terrestrial Environment System (TES) and the Atmosphere-Ocean 
System (AOS). The EIS generates industrial and energy emissions for 13 regions using 
simplified energy-economy relationships. TES, which has hardly changed in subse-
quent versions, establishes global land-cover change on the grid scale, taking (agro-
)economic and climate factors into account. Changing land cover and other factors are 
used to compute the (net) flux of carbon dioxide (CO2) and other greenhouse gases to 
the atmosphere. The BIOME model (Prentice et al., 1992), the terrestrial carbon model 
and an FAO-based crop-growth model are important determinants of the changes in 
land-cover and associated emissions. The collective emissions from EIS and TES are 
then fed into AOS, which subsequently computes the build-up of greenhouse gases in 
the atmosphere. The zonal average temperature and precipitation patterns are calcu-
lated from the atmospheric composition changes,.

�
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Guided by recommendations from international review meetings, further refinements 
and extensions were implemented in IMAGE 2.1 (Alcamo et al., 1998). Here, the aim 
was to enhance the model’s performance and broaden its applicability. Major steps 
included improved computation of future regional energy use in EIS. Since the de-
velopment of IMAGE 2.1 future fuel prices have influenced the selection of fuels in 
the model, depending on resource depletion on the supply side and price-dependent 
energy conservation on the demand side. The initial land-cover map, from which the 
global simulations start, was updated on the basis of DISCover version 1 (Belward and 
Loveland, 1995), together with improved allocation of agricultural land, computation 
of vegetation responses to climate change. The map also included the demand of land 
for timber production.

The third session of the IMAGE Advisory Board in 1999 resulted in a list of recom-
mendations and suggestions for further development work on IMAGE (Tinker, 2000). 
The board recommended making Global Change the target area, extending it beyond 
climate change, and building on integration of socio-economic and natural systems. 
While development up to IMAGE 2.1 had up to this point been largely an in-house 
effort by RIVM staff, collaboration with other domestic and international research 
groups was now suggested for further steps. Scientific recommendations included the 
development of cost curves for land-use emission reductions, meta-models and scan-
ner models to address policy discussions and a revision of agro-economic modelling 
to be more in concert with approaches in other sectors. Furthermore, it was recom-
mended to include interannual climate variability in relation to vegetation and water, 
and its effects on climate impacts, and to replace the zonal-mean climate-ocean model 
with a two-track approach. Here, a fast track would employ a simple climate model 
and a second track, a climate model of intermediate complexity. In addition, a list of 
more detailed recommendations and suggestions proposed concrete steps to consider 
in the development of IMAGE 2. As previously was the case, the recommendations and 
suggestions from the Advisory Board formed a welcome guide for the IMAGE team, 
with the majority of recommendations being incorporated in the subsequent work. 

One of the major changes in IMAGE 2.2 concerned the recommended two-track strat-
egy for the climate model. The earlier zonal-mean climate-ocean model in IMAGE was 
replaced by a combination of the simple MAGICC climate model and the Bern ocean 
model. In the new approach, the resulting global average temperature and precipita-
tion changes were scaled using temperature and precipitation patterns generated by 
complex, coupled Global Circulation Models (GCMs). The widely accepted method of 
Schlesinger et al. (2000) for scaling patterns of aerosol-induced climate change was 
also adopted. This new approach is now the standard method for the first, simple 
and fast tracks to deal with climate change in the IMAGE model. A specific advantage 
is that patterns from different GCMs can be used to explore the uncertainties in the 
behaviour of the global climate system (IMAGE-team, 2001b). Parallel to this develop-
ment, a second track – aiming to couple a climate model of intermediate complexity 
– was explored in co-operation with the Netherlands Meteorological Institute (KNMI). 
To date, this track currently operates in a parallel mode through the ECBilt model (see 
chapter 9) and more recently the SPEEDY model.

10
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On the economy–energy side, the linkages between the TIMER energy model, which 
had replaced the EIS, and the macro-economic model Worldscan were improved; this 
included down-scaling from the 12 regions in Worldscan to the – by then – 17 active 
regions in TIMER and the rest of the IMAGE framework.

This IMAGE 2.2 version (IMAGE-team, 2001a) was used to contribute to the work on 
the Special Report on Emissions Scenarios of the Intergovernmental Panel on Climate 
Change (Nakicenovic et al., 2000), in particular the B1 scenario (De Vries et al. 2000). 
Besides changes in the model structure, much effort was therefore devoted to generat-
ing model input parameters in line with the overall story lines and the required harmo-
nization of key input data of the SRES exercise. Special efforts were made to attune emis-
sion factors to available data in the start-year and their scenario-specific development 
over time. In this sense, the participation in the IPCC-SRES process has greatly enhanced 
the capacity of both the model and the IMAGE team to explore scenarios and obtain 
results geared to the requirements of various international assessment processes.

After completion of version 2.2 and the SRES scenarios, the model and model results 
were published in the form of a CD-ROM, facilitated by the development of the User 
Support System (USS) and allowing for interrogation of the model structure, input data 
and the vast number of results through a user-friendly interface.

The experiences gained from the SRES process had, however, reinforced the desire to 
seriously reconsider the future of the IMAGE model. It had become abundantly clear 
that further major steps in model development would be beyond the capacity of the 
IMAGE team, both in terms of expertise to support in-house development and in re-
sources to simultaneously pursue further applications of the model. This tension had 
already been flagged by the Advisory Board in 1999 and required firm decisions on 
priorities and operational structures to pursue the overall goals and ambitions. As part 
of the process, the Dutch Ministry of Housing, Spatial Planning and the Environment 
(VROM) was involved in setting out strategic directions for IMAGE. The combined result 
of the Advisory Board report, the internal discussions within MNP and the consulta-
tions at the Ministry of VROM was put together in a strategy report entitled ‘An IMAGE 
of the Future’ (Kram, 2003). 

 One of the main conclusions in the report is that the IMAGE framework had received 
adequate international recognition to warrant or justify further investment in paral-
lel with policy-relevant applications. Furthermore, broadening the scope to serve the 
emerging demand for analyses in support of global sustainability debates was adopt-
ed as the main challenge, and a more active stand taken on setting up co-operative 
arrangements with other research groups was seen as indispensable. A set of model 
enhancements was identified and later initiated; these enhancements taken jointly will 
constitute the next generation model, IMAGE 3. However, parallel to this, a small set 
of model changes, internally referred to as version 2.3 and mainly concerned with the 
integration of energy crops and carbon plantations, was implemented for the analysis 
of mitigation options (Van Vuuren et al., 2006).

11
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The main milestone on the road to realizing IMAGE 3, however, is the IMAGE 2.4 ver-
sion described in this book, which already addresses much of the overall development 
strategy and new challenges.

1.3 	 IMAGE 2.4

In the last couple of years a series of improvements, enhancements and extensions of 
the IMAGE model have been initiated and framed in an overall model strategy towards 
broader coverage of sustainable development issues. The development activities in-
creasingly take place in close collaboration with national and international partner 
institutes, with the aim of jointly benefiting from shared expertise and models. A 
scheme of the current model structure is given in Figure 1.2. The subsequent chapters 
of this book will follow the main model components, describing in more detail the new 
developments in IMAGE 2.4 and the challenges offered by the envisaged IMAGE 3.

Looking at the top of the scheme in Figure 1.2, we see a description of the basic driving 
forces, including demographics (chapter 2), energy supply and demand (chapter 3), 
and agricultural demand, and trade and production (chapter 4). All of these interact 
through land use and emissions with the Earth systems. Subsequently, important 
elements in the biophysical modelling of land cover and land-use processes are also 
addressed, i.e. land cover and land use (chapter 5), contemporaneous and historical 
land cover (chapter 6), the carbon cycle (chapter 7) and nutrients (chapter 8), followed 
by climate and climate variability, including its interaction with land cover (chapter 
9). Finally, the use of data and information from IMAGE as input for broader policy-
exploring tools is discussed for both global biodiversity (chapter 10) and comprehen-
sive climate mitigation strategies and regimes (chapter 11). Several chapters, notably 9, 
10 and 11, present model components that are not strictly integrated with IMAGE 2.4. 
 
The scheme of the IMAGE 2.4 model framework in Figure 1.2 shows many of the basic 
structural components of its predecessors. The key drivers of change, population and 
the macro-economy, can be derived from various external and internal sources. For 
macro-economic drivers the exogenous source depends on the study in which IMAGE 
2.4 is applied. One of the most important challenges for IMAGE is the integration of 
a macro-economic model in the modelling framework in order to be able to address 
feedbacks from the environmental system to the economy. In the remainder of this 
section the main model components, and their improvements and extensions incor
porated in IMAGE 2.4, are summarized.

Demographics
Population projections (chapter 2) are taken primarily from authoritative exogenous 
sources like the UN or IIASA, but may also be adopted from the in-house demographic 
model PHOENIX (Hilderink, 2001). In IMAGE 2.4, grid-based population dynamics have 
been improved by introducing a new downscaling algorithm. Population within a grid 
cell is calculated with a proportional method using available country-specific data 
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combined with the trends on the level of world regions, as determined by PHOENIX. 
This approach allows for simulating shifts in population within IMAGE regions.

Energy supply and demand
In the TIMER model (chapter 3), aggregated economic indicators like GDP, household 
consumption and value added in industry, services and agriculture are used to estimate 
the demand for energy services. Energy supply chains with substantial technologi-
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cal detail are then selected on the basis of relative costs to meet the resulting final 
energy demand after autonomous and price-induced energy savings. Market shares 
for energy resources and technologies are calculated via a multinomial logit distribu-
tion function (De Vries et al., 2001). TIMER includes explicit treatment of traditional 
biofuels, vintages of capital stock, learning-by-doing (i.e. technologies improve with 
their cumulative build-up of installed capacity) and resource depletion (driving up 
costs for extraction of exhaustible energy resources). It generates primary and final en-
ergy consumption by energy type, sector and region; capacity build-up and utilization; 
cost indicators, and greenhouse gas and other emissions. Important new elements 
that have been introduced in the TIMER 2.0 model (part of IMAGE 2.4) are hydrogen 
production and more detailed descriptions of the electric power system and renewable 
energy, including bioenergy.

Agricultural demand and trade
Demand for and production of agricultural products on the basis of population 
changes and economic developments are simulated through a linkage to the global 
trade analysis project (GTAP) model (see chapter 4). GTAP calculates consumption 
and trade of agricultural products by taking into account regional and world market 
prices, which are calculated explicitly from production functions including capital, 
labour and land prices. In return, IMAGE 2.4 provides land-supply curves, yields and 
yield changes, which result from climate change and expansion of agriculture to less 
productive areas, and simulates the geographically explicit environmental impacts. 
This iterative coupling between GTAP and IMAGE allows assessment of the economic 
and environmental consequences of specific trade policies.

Land use and land cover
One of the most striking parts of IMAGE 2.4 is the geographically explicit land-use 
modelling, considering both cropping and livestock systems on the basis of agricultural 
demand (chapter 4) and demand for energy crops (chapter 3). The rule-based allocation 
accounts for crop productivity (Agro-Ecological Zones approach; FAO, 1978-1981), and 
other suitability factors like proximity to existing agricultural land and water bodies. The 
land-cover type ‘energy crops’ is now included in IMAGE 2.4. A more detailed description 
of animal production systems has been introduced in IMAGE 2.4 to portray the spatial var-
iability in grazing systems, and to address the rapid development of intensive ruminant 
production on managed grassland and the rapidly increasing use of various feedstuffs 
(chapter 5). Moreover, a new initial land-use map for 1970 is incorporated on the basis of 
satellite observations combined with statistical information (chapter 6). Historical land 
cover (HYDE 3) for the period 1700-1970 (chapter 6) is based on census data, the land’s 
suitability for agricultural production and historical population density distributions. 
Changes in natural vegetation cover on undisturbed or abandoned land are simulated in 
IMAGE 2.4 on the basis of a static natural vegetation model (Prentice et al., 1992).

Carbon cycle
The consequences of these land-use and land-cover changes for the carbon cycle are 
simulated by a geographically explicit terrestrial carbon cycle model (chapter 7). If 
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agricultural land is abandoned, it is assumed to revert gradually to its more natural 
state, with implications for the carbon stock. The carbon cycle model, implemented in 
the IMAGE framework since version 2.0, has been subjected to a thorough evaluation, 
which showed that the model is suitable for simulating global and regional carbon 
pools and fluxes. The model accounts for important feedback mechanisms related to 
changing climate, CO2 concentrations and land use. In addition, it allows for evalu
ating the potential for carbon sequestration in natural vegetation and carbon planta-
tions (chapter 7). 

Nitrogen cycle
IMAGE 2.4 also includes a new module to assess the consequences of the changing 
population, economy, land use and technological development for surface-nutrient 
balances and reactive nitrogen emissions from point sources and non-point sources 
(chapter 8). These surface balances form the basis for describing the major fluxes in 
the global and regional nitrogen cycle, as well as the effects on water and air quality 
(Figure 2.1). Processes that are accounted for in this module are human emissions, 
wastewater treatment, surface nitrogen and phosphorous balances for terrestrial sys-
tems, ammonia emissions, denitrification and N2O and NO emissions from soils, nitrate 
leaching, and transport and retention of nitrogen in groundwater and surface water. 
In order to derive spatially explicit scenarios, tools were developed to translate region-
al or country-specific information to grid-specific input parameters.

Atmosphere – ocean system
Emissions from the energy system (chapter 3) and emissions due to land-use changes 
(see chapters 7 and 8 for the terrestrial carbon and nitrogen cycle) determine the 
composition of the atmosphere. IMAGE 2.4 uses the Atmosphere–Ocean System model 
developed for IMAGE 2.2 (Eickhout et al., 2004). However, important non-linear 
interactions between the land, the atmosphere and the ocean cannot be studied with 
IMAGE 2.4 due to limitations of the current climate model and the natural vegetation 
module. Therefore a series of studies was carried out to explore a possible pathway to 
include a more detailed climate model in IMAGE (chapter 9). As an outcome of this 
exploration, the detailed climate circulation model (SPEEDY) coupled to the Dynamic 
Global Vegetation Model LPJ will be part of future IMAGE versions.

Biodiversity 
In addition to these environmental impacts of global change calculated within the 
core biophysical modules, results are also used as input to drive impact models in 
the broader IMAGE 2.4 framework, such as the biodiversity model GLOBIO 3. GLOBIO 
(chapter 10) can be used to assess the impacts of climate and land-use change, infra-
structure, and nitrogen deposition on biodiversity and ecosystems. Likely effects of 
scenario assumptions or political interventions are estimated by calculating trends in 
mean species abundance.
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Climate Policy options
IMAGE results are also used for the evaluation of climate policies in conjunction with 
the policy decision-support model FAIR (chapter 11). FAIR is widely used to assess 
the environmental and abatement cost implications of international regimes for the 
differentiation of future emission reductions of greenhouse gases. The model links 
long-term climate targets and global reduction objectives with regional emission 
allowances and abatement costs, accounting for the Kyoto Mechanisms.

1.4 	U ncertainty and sensitivity

Obviously, numerous sources of uncertainty in the various components of IMAGE 2.4 
influence its analytical results, ranging from data imprecision and model uncertain-
ties, to scenario assumptions in applications. To date, no comprehensive and system-
atic exploration has been performed of key uncertainties and how they are propagated 
throughout the entire IMAGE model to influence the final results. Currently, plans are 
being developed to undertake this demanding exploratory task. What has been done 
in many instances is to look at uncertainties in underlying data and model formulations 
in sub-systems of the overall framework, thus providing partial sensitivity analyses for 
IMAGE 2.4 framework. An overview of the available sensitivity studies for the main 
modules is given below. 

An earlier version of the TIMER energy and emissions model was systematically exam-
ined to establish the most important parameter settings and model assumptions influ-
encing model results. This exploration using the NUmeral Spread Assessment Pedigree 
(NUSAP) system (Van der Sluijs et al., 2005). Input variables and model components 
most sensitive to projected CO2 emissions were population and economic growth; 
shifts in economic structure; technology improvement factors; fossil and renewable 
resource cost/supply curves, and autonomous and price-induced efficiency gains. Com-
bined with the outcome of expert appraisal of the parameter ‘pedigree’, estimates of 
the ‘strength’ of the parameters were added to their sensitivity. 

Obviously, any projection of future environmental conditions rests critically on the 
underlying emission factors and their relationship with relevant human activities or 
drivers. The IMAGE model has incorporated the most recent and authoritative sources. 
Despite ongoing efforts to collect data and enhance statistical procedures and model-
ling, many emission sources of greenhouse gases and other anthropogenic trace gases 
remain uncertain. Van Aardenne et al. (2001) have overviewed the qualitative analysis 
of activity data, emission factors and grid maps as in IMAGE. As a rule, emissions from 
large point sources like power plants tend to be of acceptable quality, while smaller 
and dispersed sources are typically poor to very poor. Whereas global or large-scale 
regional aggregate budgets are generally reasonably well known, the contribution of 
sectors and activities by geographic location is for the most part much more uncertain. 
Emission factors that depend on fuel properties, like CO2 and sulphur dioxide (SO2), 
can be estimated within narrow ranges, but others are very sensitive to technological 
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details, local conditions like soil properties, and management practices. This induces 
not only uncertainties in the initial inventories, but also in future emission projec-
tions.

In the coupled application of the agro-economic GTAP model and IMAGE, land-supply 
curves play a crucial role in establishing agricultural demands, production and trade 
flows. Derived from biophysical properties in IMAGE, land-supply curves are used in 
GTAP to find solutions of equilibrium for agricultural land volumes and the associated 
land rental rate (see chapter 4). To test the sensitivity, simulation experiments were run 
with the asymptote 2.5% lower and 2.5% higher than the central estimate; the impacts 
on model results for land supply, the real land rental rate and production changes 
were investigated (Tabeau et al., 2006). Analyses show that changing the asymptote 
of the land supply function leads to significant changes of land supply for countries 
where agricultural land is relatively scarce. However, the induced production changes 
are rather low. The aggregated agricultural production elasticity with respect to the 
asymptote change varies from 0.1 for countries where agricultural land is abundant to 
0.5 for countries where the agricultural land is scarce. This means that the simulation 
results for production development are rather robust with regard to the estimated 
land supply-curve parameters.

The sensitivity of ammonia (NH3) volatilization in agricultural production systems 
to variation in input parameters was investigated by Bouwman et al. (2006). Various 
parameters were selected, including nitrogen excretion per head, animal stocks, the 
distribution of production over pastoral, and mixed and landless systems, fertilizer 
inputs and the NH3 emission factors for animal housing, etc. The results suggest that 
on the global scale, excretion of nitrogen per head and animal stocks are the most 
important parameters in the model. However, the importance of the various parameters 
varies among world regions and countries. For example, in China fertilizer use is a far 
more important determinant for total ammonia loss than in other world regions, while 
in India the use of manure as fuel is a very important process. The overall conclusion 
is that nitrogen excretion per head merits our attention in future research. Research 
will focus on the difference between N excretion in extensive versus intensive systems, 
and modelling excretion as a function of production characteristics such as milk pro-
duction per head and nutrient intake by feed category (see chapter 5). This study also 
made clear that the spatial modelling of nutrient use presented in chapter 8 allows for 
analysis of various policy alternatives and consequences for the nitrogen cascade.

A series of experiments examined the role of the terrestrial carbon cycle in overall 
climate change scenarios implemented in IMAGE 2.2 (Leemans et al., 2002). The ex-
periments yielded a broad spectrum of atmospheric CO2 concentrations, ranging, for 
example, in the IPCC-SRES A1B scenario from 714 to 1009 ppmv in 2100. The spread 
of this range is comparable to the full range arising from the different SRES scenarios 
with respect to the IMAGE 2.2 default settings for the carbon cycle: 515-895 ppmv. The 
most important respective negative and positive feedback processes are CO2 fertiliza-
tion and soil respiration. In recognition of the importance of a proper parameteriza-
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tion of the major feedbacks on the carbon cycle and land use, and thus in determining 
the future state of the climate system, the issue has more recently been further pur-
sued (see chapter 7).

With regard to the response of the climate system to changes in atmospheric com-
position and associated radiative properties, two core aspects were tested. The first 
parameter addressed was climate sensitivity, which describes by how many degrees 
the equilibrium global mean temperature will rise if the CO2-equivalent concentration 
of greenhouse gases in the atmosphere doubles compared to the pre-industrial level. 
The simple climate model in the Atmosphere-Ocean System (AOS) of IMAGE 2, attuned 
to represent the generally accepted central estimate for the climate sensitivity of 2.5 
degrees, was adjusted to explore the range from 1.5 to 4.5 degrees. As expected, this 
amplified or reduced all climate-related impacts very tightly for any given emission 
projection. For climate change impacts, however, global mean effects are of limited 
significance. Therefore, a second sensitivity analysis addressed the spatial patterns of 
temperature and precipitation projections. IMAGE employs exogenous patterns from 
complex climate models (GCMs) to scale the impacts of the endogenously derived glo-
bal mean temperature change. The robustness of regional impacts on different GCM 
patterns was tested by UNEP/RIVM (2004). Results indicate that while GCM outcomes 
for some regions are fairly consistent, in other regions the temperature effect is very 
different. With regard to annual precipitation the disagreement between models is 
even stronger. In some regions, e.g. South America, they do not even agree on the 
direction of change.

Estimates of the costs of emission reductions, even within a well-defined scenario con-
text are subject to considerable uncertainties, as the potential contribution and cost of 
abatement options are spread across wide ranges. A sensitivity analysis was performed 
for a scenario that stabilizes at 550 ppm CO2-equivalent (Van Vuuren et al., 2006) in 
order to identify for which abatement options the alternative assumptions had a signif-
icant impact on overall abatement costs. Selected options were tested one by one, but 
also all together and simultaneously. Most individual options did not affect the total 
abatement costs by more than 10% (up or downwards) until 2050, with the exception 
of energy crops. When accepting the high end of the literature estimates on the supply 
potential, and introducing the option to capture and store CO2 from bioenergy, costs 
dropped by up to 40%. The compounded effect of all options taken together, however, 
results in 40% lower to almost 100% higher costs in 2050. Beyond 2050 the impact 
of uncertainties in options increases further. This applied particularly to options that 
are expected to become viable on a large scale in the longer term, such as hydrogen  
(± 20% in 2100). The compounded effect of all options considered collectively falls into 
the range of -40% to +250% by 2100.
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1.5 	 Applications

In parallel with the development steps outlined in the previous section, the IMAGE 
model has been applied to a variety of global studies. The specific issues and questions 
addressed in these studies have inspired the introduction of new model features and 
capabilities, and in turn, the model enhancements and extensions have broadened 
the range of applications that IMAGE can address. Since the publication of IMAGE 2.1 
(Alcamo et al., 1998), subsequent versions and intermediate releases have been used in 
most of the major global assessment studies and other international analyses, as listed 
below:

•	 IPCC-Special Report on Emissions Scenarios (SRES): implementation of the B1 
marker scenario and calculation of the other harmonized set of comprehensive 
emissions scenarios up to 2100 (De Vries et al., 2000; Nakicenovic et al., 2000; 
IMAGE-team, 2001a);

•	 UNEP Third Global Environment Outlook (GEO-3): assessment of environmental 
impacts from four global scenarios to 2030 (UNEP, 2002; UNEP/RIVM (2004);

•	 Millennium Ecosystem Assessment (MA): development of four global scenarios 
for the development of ecosystem services up to 2050 (Millennium Ecosystem 
Assessment, 2006b);

•	 EuRuralis-1: assessment of future prospects for agriculture and the rural areas in 
the EU-25 countries (Eickhout et al., 2006);

•	 Fourth Assessment Report of the IPCC (AR4): comprehensive global mitigation 
scenarios explored using IMAGE/TIMER/FAIR (Van Vuuren et al., 2006). Besides par-
ticipating in the mitigation scenarios study, several MNP experts serve as contribut-
ing/lead authors to the Working Group III report. A sensitivity study on the terres-
trial carbon cycle was also done with IMAGE to obtain an adequate baseline against 
which to evaluate the potential for carbon sequestration options.

•	 Greenhouse Gas Reduction Policy (GRP) study: exploration of alternative climate 
change abatement goals and regimes in support of EU policy making using IMAGE/
TIMER/FAIR (European Commission, 2005);

•	 Second Global Biodiversity Outlook (GBO-2): background report for the UN Con-
vention on Biodiversity: evaluation of baseline trends in biodiversity loss and effects 
of policy actions in different fields with IMAGE/GLOBIO up to 2050 (Alkemade et al., 
2006);

•	 MNP Sustainability Outlook (DV): assessment of sustainability issues in land use 
and energy resulting from different scenarios, reflecting various perspectives on 
future directions for Dutch society (Netherlands Environmental Assessment Agency, 
2004a,b); 

•	 Global Nutrients from Watersheds (NEWS): preparation of data on global nutri-
ent surface balances for the UNESCO-Intergovernmental Oceanographic Commit-
tee NEWS project (Seitzinger et al., 2005).
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Currently, IMAGE 2.4 is engaged in three global environmental assessments, all sched-
uled for release in 2007. In varying combinations with other teams, IMAGE forms part 
of a range of modelling frameworks, as outlined below:

•	 Fourth Global Environment Outlook of UNEP (GEO-4) will have ‘Environment for 
Human Well-being’ as the central theme, linking environment and development. 
IMAGE will play a major role, contributing to the energy outlook, land-use change 
and climatic consequences of the four updated GEO scenarios (see http://www.grid.
unep.ch).

•	 International Assessment of Agricultural Science and Technology for Development 
(IAASTD) (http://www.agassessment.org) will be published in the autumn of 2007. 
Together with the International Food Policy Research Institute (IFPRI), the IMAGE 
team plays a pivotal role in the quantification of agricultural markets and environ-
mental consequences. The scenarios of the Millennium Ecosystem Assessment (Mil-
lennium Ecosystem Assessment, 2006b) will be used as a basis.

•	 Second Environmental Outlook of OECD is to be published in 2007. IMAGE’s task 
will be to develop the environmental baseline according to the economic projec-
tions of OECD’s economic model ENV-Linkages for the first part of the Outlook. In 
the second part, the impacts of several policy packages will be analyzed, centering 
on the theme ‘policy coherence’. This applies to coherence across different policy 
areas within OECD and to more coherence between OECD and non-OECD member 
states, with a special focus on major players, the so-called BRIICS countries (Brazil, 
Russia, India, Indonesia, China and South Africa).

In addition to these global assessments, IMAGE is also widely used in other projects 
and studies at sub-global scale, mostly European and more often than not in consortia, 
including the main partners of the IMAGE development network. Examples include 
Nitro-Europe, MATISSE (on sustainability assessment methods and tools) SCENAR2020 
(agriculture scenarios), ADAM (EU climate-response strategies comprising balanced 
adaptation and mitigation) and Eururalis 2.

1.6 	 What comes after IMAGE 2.4?

Concrete steps are being taken to initiate the development of further enhancements 
and extensions of IMAGE beyond what is offered in version 2.4. Following one of the 
recommendations of the IMAGE Advisory Board in 1999, these developments are pur-
sued in close co-operation with institutes in the Netherlands and abroad with expertise 
complementary to the IMAGE team at MNP. Today a core network of partners is being 
built around IMAGE, and, where instrumental, joint projects have been submitted with 
partner institutes to secure the necessary resources. The Netherlands Meteorological 
Institute (KNMI), the Potsdam Institute for Climate Impact Research (PIK) and various 
departments and institutes of Wageningen University and Research Centre (WUR) now 
work closely together with MNP on a variety of topics. In addition, other network 
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partners contribute their knowledge and expertise in collaborative arrangements. The 
most important activities are highlighted below.

Emissions Reduction Allocation
In co-operation with the Netherlands Organization for Applied Scientific Research 
(TNO), a new Emissions Reduction Allocation Module (ERAM) was developed that 
allows for a flexible approach to different classes of environmental problems (acidifi-
cation, climate change). Separate and simultaneous emission targets can be imposed, 
with full feedback on structural and technological adjustments in TIMER. The ERAM 
model covers emissions from all sectors, but in its current form only feedbacks on 
energy-related emissions are fully implemented. In a following phase, ERAM will be 
expanded with explicit optimization routines, and land-use emission reductions will 
be implemented that are comparable to the energy sector emissions. 

Crop modelling
In co-operation with WUR-Plant Production Systems a plan has been developed for 
improved crop modelling on the IMAGE grid scale. The new model will link crop 
growth to climate, soil, water, nutrients and management parameters and thereby 
mark a substantial improvement in the current, less integrated treatment of the various 
processes and linkages in IMAGE 2.4. The work is envisaged as a joint WUR/MNP PhD 
research project.

Water supply and demand
Further integration of water supply and demand with other parts of IMAGE being con-
sidered under a co-operative agreement with the WUR Centre for Water and Climate. 
Currently, the WaterGAP model of the University of Kassel (Alcamo et al., 2003) func-
tions as a soft-link to IMAGE 2.4 in the form of an impact model to reflect changes in 
water supply and demand, and associated levels of water stress. The new model to be 
developed should provide a more integrated treatment of water in key processes like 
variable precipitation (SPEEDY), evapotranspiration (LPJ and the new crop model) and 
extraction for irrigation (the new crop model), households and industry.

SPEEDY/LPJ climate-vegetation modelling
The successor to the ECBilt model, the intermediate complexity 3D climate model 
SPEEDY has now, again in close co-operation with KNMI, been transferred to MNP to be 
linked to IMAGE. After several adjustments to make this coupling viable, the model was 
successfully coupled with the dynamic vegetation model LPJ at MNP. Test runs confirm 
the proper functioning of the coupled dynamic climate-vegetation system, although 
a few remaining flaws still need to be dealt with. Further work will involve a coupled 
ocean model, already ongoing at KNMI, and integration with the IMAGE framework. 
This integration will allow for capturing changes in climate variability and their im-
plications for other sections of the model, e.g. natural vegetation, agricultural produc-
tion and the hydrological cycle. It will also enable assessment of climatic impacts from 
changes in radiative forcing and land use.
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In conjunction with the dynamic climate model SPEEDY (see above), the current BIOME 
vegetation model of IMAGE will be replaced by the dynamic vegetation model LPJ of 
the Potsdam Institute for Climate Impact Research. The LPJ model has been made 
available to MNP as part of a broader co-operation plan and has been adapted to fit 
into the IMAGE structure. The linkage to LPJ will allow a better representation of bio-
geochemical cycles and analysis of the compounded effect of changes in these cycles, 
and biogeophysical changes associated with land use and hydrology.

Land allocation
An improved and extended land-allocation module for IMAGE will be developed 
using the WUR-Soil Inventory and Land Evaluation, to start with, the collaborative 
research focused on the European region in the first Eururalis project (Eickhout et al., 
2006). This research is currently being continued in Eururalis-2. A country-by-country 
representation of drivers and parameters of future land-use determinants will be 
implemented consistent with regional totals and country information from LEI’s GTAP 
model. The main purpose is to better reflect determinants of spatial allocation proc-
ess. A nested version of IMAGE has already been technically implemented as a start 
to achieving a better representation of Europe. This nested or ‘zoom’ version offers 
more intra-regional breakdown into smaller regions and countries and more spatial 
detail in one of the larger global IMAGE regions; all other regions are modelled at the 
standard IMAGE resolution and act as ‘background’. A new land-cover base map with 5 
by 5 minute resolution was developed from satellite-based data for this purpose (Klein 
Goldewijk et al., 2006), and 5 by 5 minute resolution maps of soil characteristics and 
derived soil properties were prepared for use in IMAGE by ISRIC-World Soil Informa-
tion (Batjes, 1997; 2002).

Bioenergy
 In cooperation with the WUR Agro-economic Institute (LEI), work has been initiated 
on the inclusion of the currently lacking land use for bioenergy in the overall agro-
economic modelling. To capture relevant aspects of the demand for energy crops, this 
will most probably imply an extension to the GTAP-E model, with explicit representa-
tion of bioenergy in the relevant sectors, including land in the production functions. 
The GTAP-E model will have to be attuned to the more detailed TIMER model to ensure 
internal consistency.

Global Integrated Sustainability model
The Global Integrated Sustainability MOdel (GISMO) will be developed to quantita-
tively address, position and analyze global sustainability questions, with a focus on 
the link between development and the environment. GISMO will build mainly on the 
already existing (global) simulation models within the IMAGE framework, but will also 
seek collaboration with (modelling) groups outside the MNP. These groups include, for 
example, the University of Denver for economy modelling; the institute for Medical 
Technology Assessment (iMTA-Erasmus University Rotterdam) for health modelling; 
and the Institute for Environmental Studies (Vrije Universiteit Amsterdam) for analyses 
of the role of institutions. The project does not intend to create a large new model, 
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but rather to develop a framework to address broad sustainable issues and assess the 
trade-offs and co-benefits of specific policies in an integrated way. Topics to be covered 
include population and health, poverty and biodiversity, the role of institutions in 
sustainable development and, elaborating on the work of Lucas and Hilderink (2004), 
on vulnerability and food security.

Valuable steps are being taken in the development of IMAGE 2.4 to secure the 
position of IMAGE as one of the leading frameworks for integrated assessment of 
global sustainability issues. The further developments initiated within the network of 
collaborating institutes offer excellent prospects for the future, in which the IMAGE 
model framework will make an important contribution to the analysis of crucial 
interactions between human well-being and ecological goods and services.
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2 	 People in the pixel: grid-based population 
dynamics using PHOENIX

•	 Population change and population distribution are important drivers of global 
environmental change. Population projections are either derived from external 
sources, or simulated within the IMAGE 2.4 framework by the PHOENIX model. 

•	 In IMAGE 2.4, grid-based population dynamics have been improved by introducing 
a new downscaling algorithm. Population within a grid cell is calculated with a pro-
portional method using available country-specific data combined with the trends 
on the level of world regions, as determined by PHOENIX. This approach allows for 
simulating shifts in population within IMAGE regions.

•	 For further improvement of grid-based population projections, an attractiveness 
function is proposed, which allocates population changes based on allocation 
factors varying in both time and space. This attractiveness function can be used to 
mimic higher urbanization rates in specific locations or initiate the formation of 
new urban areas.

2.1 	 Introduction

The proportion of the population living in urban areas is expected to increase in the 
coming decades. In 2007 roughly 50% of the world population will be living in urban 
areas, while in 1950 this was only about 30% (UN, 2003). Urbanization can result in the 
worsening of living conditions in urban areas. Crowding itself already increases oppor-
tunities for easily transmittable diseases such as tuberculosis (Gray, 2001). In addition, 
poverty and psychosocial health problems may occur in urban areas, including 
increased health risks from malnutrition and HIV/AIDS, but also higher lifestyle-re-
lated health risks such as smoking, addictive substances and limited social support 
(Harpam et al., 2003). Moreover, environmental problems such as inadequate water 
and sanitation, and various forms of contamination, can also affect health. The (long-
term) effect of global environmental change on water and food availability through, for 
example, temperature increase, land degradation and changing precipitation patterns 
can worsen these environmental conditions and even affect demographic processes by 
increasing health risks (Parry et al., 2001). Similar to these urban-specific determinants 
of health and mortality, the other two basic demographic components, fertility and 
migration, are interlinked with socio-economic and environmental aspects (Hilderink, 
2000b), which are different for urban than for rural areas. In developing countries, the 
total fertility rate (TFR) in cities with a population over 5 million is half of that in rural 
areas (Montgomery et al., 2003). 

The pressure on the environment may also increase as a result of urbanization. Ex-
pansion of cities forces the production of bulk food to move away from where people 
live, making food supply more dependent on energy for transport and infrastructure. 
Production of vegetables and meat often takes place in peri-urban areas, where highly 
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intensive production systems act as point sources of emissions of ammonia, nitrate, 
methane and other pollutants. Water scarcity and deteriorating water quality are often 
difficult to prevent since a growing city generally depends on water supply within its 
area, provided by surface water or groundwater resources.

Both the environmental and socio-economic aspects are included in various popu-
lation projections (Rotmans and De Vries, 1997; Hilderink, 2000b; Lutz and Goujon, 
2001). However, spatially explicit population projections are rare. The European Union 
is one of the few exceptions, carrying out projections up to 2025 on sub-national level 
on the basis of the sophisticated cohort-component methodology (Eurostat, 2005).

In IMAGE, regional population changes are mostly obtained from exogenous sources, 
for example, the IPCC SRES scenarios (Nakicenovic et al., 2000) and the downscaling to  
the 0.5 by 0.5 degree grid cells under the assumption of uniform population changes.  
A limitation of IMAGE 2.4 (and earlier versions) is that the built-up (urban) area is assumed 
not to change in scenarios, and this may lead to unrealistic results of downscaling regional 
population estimates. 

This chapter explores how the current methodology can be refined and improved in 
order to simulate spatially explicit population dynamics for urban and rural popula-
tions at a high resolution. First, data limitations related to population growth in rural 
and urban areas (section 2.2) and future population changes, components of population 
growth and modelling population changes (2.3) are discussed. Subsequently, we present 
a number of improvements to the modelling of population dynamics in IMAGE, and 
further possibilities for improvement (section 2.4).

2.2 	U rbanization and population density:  
data limitations

Urbanization
The possible impacts of urbanization, both on the human and the environmental 
system, are beyond dispute. However, the definition of what is considered to be urban 
area is rather ambiguous. The World Urbanization Prospects of the United Nations 
(2001) use data provided by National Statistical Offices (NSO) of all countries. As a 
result, definitions of urban area and urban population within UN projections show a 
very broad variation depending on the methodology applied by each NSO.

Most definitions are based on the number of inhabitants in a city. The threshold value 
of the number of persons to be counted as ‘urban area’ ranges between 200 (Norway, 
Greenland) and 20,000 (Nigeria). Other countries use a selection of their major cities (in 
Denmark this comprises the capital city and all provincial capitals, while, for example, 
in India a minimum population density of 390 persons per square kilometre is com-
bined with indicators for the structure of the economy to define urban population. In 
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addition to differences in interpretation, definitions also change over time in countries 
such as China, making comparisons difficult (White et al., 2003).

Population density and the level of urbanization do not seem to be correlated, at least 
on the national scale (Figure 2.1). Time-series analysis suggests, however, that the pro-
portion of urban population increases with increasing population density.

Population density
Instead of using the number of inhabitants of a city or other characteristics mentioned 
above, population density could be used as a proxy for urban area. The gridded popu-
lation of the world (GPW) (CIESIN, 2005) provides population density data with a spa-
tial resolution of 2.5 by 2.5 minutes for 1990, 1995 and 2000 from population census 
data for 399,747 administrative units. LandScan (2001) provides population density 
maps at an even higher spatial detail of 1 by 1 km. In addition to population census 
data, LandScan (2001) included other factors such as roads, slope, land cover, night-
time lights and coastlines. 

In IMAGE 2.4 urban area or built-up area is derived from the DISCover version 2 
database (Loveland et al., 2000). Built-up areas are assumed not to be available for any 
other type of land use. IMAGE 2.4 does not simulate changes in the size of the built-up 
area. An implication of this assumption is that the urban population only increases 
with changes in the population living within the constant built-up areas.
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Figure 2.1. Urbanization and population density for 191 countries for the year 2001 and for 
selected countries and regions for the period 1960-2001 (World Bank, 2004).
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2.3 	 Future population

Population change
Changes in population size are the simplest way of dealing with demographic changes. 
The world population passed the number of 6 billion people in 1999 and is current-
ly growing at a rate of 1.3% per year. Most of this growth occurs in Asia and Africa, 
while the growth of the population in the EU25 is only slightly positive (Eurostat, 
2005); the population for Europe as a whole has even been decreasing since 1998 
and may continue to decrease for at least the coming 50 years (UN, 2004). In Eastern 
Asia (dominated by China) a negative growth rate may be reached just before 2040. 
All growth percentages show a gradual decline in the coming decades. Some of the 
regions had their peaks in growing percentages in the 1950s (Northern America and 
Europe) and in the 1960s (Eastern and South-eastern Asia), while growth rates of Africa 
peaked in the 1980s.

The combination of these growth percentages with the population size yields the absolute 
change in population. Despite the fact that growth percentages are rapidly declining, the 
peak of population increase in absolute terms is still to come in some regions (Figure 2.2). 
Africa, for example, shows a growing increase of the population up to 2030. Around that 
year, the population is expected to increase by more than 25 million per year. The world 
population showed a growth of almost 80 million per year in 2002 and is expected to 
decrease to around 40 million per year in 2050.

For exploring future population changes we rely on the available population projec-
tions, mostly at national or regional level. Most of these projections do not distinguish 
between urban and rural population. One of the few exceptions is formed by the world 
urbanization prospects of the United Nations (UN, 2003), providing urbanization rates 
for 228 countries for the period up to 2030. The methodology applied to these projec-
tions was already used in the 1970s and 1980s (UN, 1974; 1980); it consists of projec
ting the urbanization ratio using a logistic pathway with a ceiling of 100%. Combining 
these ratios with the projections for the total population yields the urban population 
projections (UN, 2003).

Rogers (1985) developed a more advanced methodology, applying different growth rates 
for both the urban and rural populations and including migration flows between rural 
and urban populations. This method has been refined and used for analysis of causes of 
urban growth (White et al., 2003), taking into account different underlying population 
dynamics. Urban growth can be attributed to three causes: (i) overall population growth 
through natural increase; (ii) rural-to-urban migration; and (iii) reclassification of rural 
areas as urban areas. 

Reclassification occurs when a certain population density threshold is exceeded and 
rural area becomes urban area, but also by changing the definition of urban area. 
Natural increase, i.e. the difference between births and deaths, along with reclassifica-
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tion, accounts for an average of 61% of urban population growth in developing coun-
tries, while rural-to-urban migration accounts for the other 39% (Gross et al., 1997). 

Components of population change
Calculating the changes in total population does not provide insight into the under-
lying components of such changes. The (natural) growth of the world population is 
a result of the difference between the total number of births and deaths. Births and 
death rates can be related to the total population size, which results in the crude birth 
rate (CBR) and the crude death rate (CDR), reflecting the numbers of births and deaths, 
respectively, per 1000 persons in a given year. The growth rate of the world population 
is thus determined by the difference between the CBR and CDR.

Another basic component of population change is migration, determined by external 
(international migration) and internal flows. External flows are usually applicable to 
the urban population, although the flow is often preceded by the internal migration 
within a country, the actual urbanization process. Socio-economic factors (e.g. income, 
employment opportunities and schooling) and health risks (e.g. pollution, crowding ef-
fects, access to safe drinking water, sanitation and food availability) have a major effect 
on the urban and rural population growth.
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When more than one population is considered (e.g. urban and rural population), inter-
actions can occur. The most relevant interaction in this context is people moving from 
one population to another. Population size and structure can vary because of differences 
in the initial population in combination with deviating fertility and mortality patterns. 
These processes are relatively simple, although the underlying factors and relationships 
are not fully understood.

In general, death rates are lower in urban than in rural areas, and lower in devel-
oped countries compared to developing countries (UNSD, 2003). The health transition 
(Frenk et al., 1993) is well under way in most cities in developing countries, which 
causes a gradual substitution of infectious diseases by chronic ones. In Bangladesh, for 
example, the urban infant mortality rate (IMR) is about 27% lower than that in rural 
areas, though the variation is greater, too. The IMR in urban slums is twice as high as 
the urban average, a pattern that is also seen in Nairobi (Harpam et al., 2003).

Birth rates are also lower in urban than in rural areas. Higher ages at marriage, use and 
awareness of modern contraceptives - aspects included in the concept of proximate 
determinants of fertility (e.g. Bongaarts and Potter, 1983; Hilderink, 2000b) - result 
in a substantially lower average number of children per female (Montgomery et al., 
2003). While in rural areas in Sub-Saharan Africa, Latin America and North Africa this 
number still exceeds 5, in high urbanized areas this is down to only 2 to 3 children per 
woman (Montgomery et al., 2003).

Although CBR and CDR are often used to describe population dynamics, there is a 
serious problem when it comes to interpreting them. The CBR generally declines as a 
result of two forces: (i) the decline of fertility, referred to as de-greening of a popula-
tion, measured in terms of the expected number of children born per woman and,  
(ii) the ageing of the population, which is a consequence of the reduction in mortality 
levels in combination with past fertility decline, reducing the proportion of women of 
fertile age.

Both CBR and CDR depend on the age structure of the population, which is the cumu-
lative product of past mortality and fertility. Therefore, a correct analysis of mortality 
and fertility is only possible if the effects of a specific age structure are taken into 
account. Instead of crude birth and death rates, age-specific data are preferred for de-
mographic analysis. Such data are commonly known in their aggregated forms, i.e. the 
total fertility rate (the number of children that a woman would have given birth to at 
the end of her reproductive life span if current age-specific fertility rates prevailed) and 
life expectancy (number of years a birth cohort may expect to live given the present 
mortality experience of a population). 

The profound transformation of changing fertility and mortality patterns is generally 
referred to as demographic transition. It was classically defined by Notestein (1945) and 
Davis (1945), although its intellectual history goes back much further (Szreter, 1993). 
The demographic transition is not an isolated process; it is part of a much broader 



2   People in the pixel: grid-based population dynamics using PHOENIX

31

transformation observed in a growing number of countries since the 18th century and 
is commonly referred to as ‘modernization’. In the economic domain, modernization 
involves a rise in real output and wide-ranging innovations and improvements in the 
production, transportation and distribution of goods. On the demographic and social 
side, modernization involves significant alterations in fertility, mortality and migration, 
as well as in family size and structure, education and the provision of public health.

At the level of the individual, modernization is characterized by an increased openness 
to new experiences, increased independence from authority, belief in the efficacy of 
science, and ambitions for oneself and one’s children (Easterlin, 1983). These inter-
relations of manifold processes inevitably lead to a considerable variety in fertility 
decline between and within populations, although the pattern of the demographic 
transition is remarkably consistent in all parts of the world. Important differences exist 
in the position of individuals and groups on the trajectory of transition. The concept of 
demographic transition expresses plausible descriptions of the fertility decline in the 
idiom of post-war concerns with population and development (Cotts Watkins, 1987; 
Szreter, 1993).

Historical data indicate that fertility and mortality show rather gradual changes. The 
process of migration is less well understood because: (i) migration consists of two com-
ponents, emigration and immigration, both with different dynamics, while still related 
to the migrant population; (ii) the relationship between the determinants, such as 
economic opportunities, conflict situations, extreme environmental events, and these 
migration components is often not fully understood; analyses of these relationships 
result in associative rather than causal connections and, (iii) some of these determi-
nants have a high incidental nature, which causes difficulties in forecasting migration 
patterns.

2.4 	 Modelling population change

General
Throughout history, people have tried to forecast the size of the population. Frejka 
(1996) provided an overview of existing long-range population projections dating from 
the time of Gregory King (1648-1719) at the end of the 17th century. Gregory had even 
made estimates right up to the year 20,000. The early long-range projections were 
based on mathematical extrapolation of total numbers or growth rates.

In the general component framework provided by Notestein (1945), different stages of 
demographic changes were distinguished by sex and age structure of a population. The 
population growth rates of the different stages are associated with assumptions on the 
components of fertility, mortality and migration. Since 1945, this cohort-component 
methodology has been refined and widely applied, with the United Nations being 
perhaps the most authoritative in the field of population projections (Lutz, 1996; 
Hilderink, 2000b; UN, 2004). 
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Figure 2.3. Different abstraction levels in population modelling (Sources: PHOENIX (Hilderink, 
2000a), TARGETS (Rotmans and De Vries, 1997)).

Changes in growth of various (sub-)populations can be described with different levels 
of abstraction (Figure 2.3), varying from simple and static models to fully integrated 
approaches such as in the PHOENIX model (Hilderink, 2000b). At Level I of abstrac-
tion, the simplest description, the population changes are described on the basis of net 
flows, i.e. the number of births minus number of deaths and plus net migration (Figure 
2.3). Level II involves a more dynamic approach by distinguishing population inflows 
and outflows based on exogenous data for total number of births and deaths. At a 
higher abstraction level, Level III, the non-integrated modelling approaches are used, 
in which the number of births and deaths are simulated based on endogenous model 
relations. All these approaches are classified as purely demographic models. The high-
est abstraction level (Level IV) is the fully integrated modelling approach characterized 
by interaction between mortality and fertility processes, and including interrelations 
of mortality, fertility and migration with environmental and socio-economic variables 
(Forrester, 1971; Millennium Institute, 1996; Rotmans et al., 1997; Hilderink, 2000a). 

Modelling population change in the IMAGE framework
In the IMAGE 2.4 framework, population projections are either taken exogenously or 
modelled using the PHOENIX model (Hilderink, 2000b; Hilderink, 2000a). PHOENIX is 
used to explore, develop and analyze different demographic scenarios at various geo-
graphical aggregation levels (i.e. regional, national and grid cell). This consistent way 
of dealing with various scales makes it perfectly suitable to be used within the IMAGE 
framework. The demographic core of PHOENIX is formed by a cohort-component model 
consisting of 28 major world regions, 100 one-year age groups and the two sexes.
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A fertility model is used in PHOENIX to describe age-specific fertility rates which 
are the result of a process of diffusion of innovation (Retherford and Palmore, 1983, 
Montgomery and Casterline, 1993, Rosero-Bixby and Casterline, 1993, Rodriguez and 
Aravena, 1991). Innovation is a concept comparable to Easterlin’s modernization (see 
previous section; Easterlin, 1983). Innovation is modelled on the basis of the level of 
development, expressed by the Human Development Index (UNDP, 2005).

The fertility model provides the number of births, the inflow of the demographic 
model. The outflow is provided in PHOENIX by the mortality model, which calculates 
the age and gender-specific number of deaths based on a selection of health risks. The 
most important socio-economic (poverty and illiteracy), environmental (malnutrition, 
malaria, in and outdoor air pollution, lack of safe drinking water and sanitation), and 
behavioural risks (tobacco, blood pressure, obesity, HIV-AIDS) make up an age and 
gender-specific mortality rate. The level of health services determines to what extent 
a health risk contributes to these mortality rates. Migration, as the third demographic 
component, is taken exogenously. Figure 2.4 shows the PHOENIX model with the con-
text, position and interrelationships.
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Grid-based population projections in IMAGE
The connection of the macro and micro aggregation levels is two-sided (Coleman, 1990; 
De Bruijn, 1999). At the macro level, the context of individual behaviour is assessed by 
distinction of the concept of social institution, which operates at different hierarchical 
levels like national and international levels. Population data is then provided at the 
macro level and used as boundary condition to describe population dynamics at the 
micro level (e.g. within a grid–cell). 

Micro-level outcomes can be used to feed into (or even determine) macro-level mod-
elling processes. For example, the availability of natural resources at the micro level 
may influence the mortality and migration intentions of individuals, thus influencing 
macro characteristics. Although this micro-macro connection is a crucial one, the lack 
of data and limited understanding impel us to take macro-micro connection as starting 
point. This is reflected in Figure 2.5 by the top-down approach.

Coupling the population projections at the macro level to the grid-cell population can 
be done by using various allocation algorithms. The basic equations for these alloca-
tion algorithms are:

and
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Under the conditions: 

where pi is the grid-cell population, li the allocation factor of the macro population 
change to the micro populations, and P the macro population. Taking Figure 2.3 as a 
guiding framework for describing population changes, the allocation algorithms of 
net population change can be distinguished. With these algorithms, net population 
changes, as one of the outcomes of integrated population projections of PHOENIX, are 
directly used as inputs to describe population changes in the related grid cell, repre-
sented by Level I in Figure 2.3.

Within this family of algorithms, the most commonly used approach is the propor-
tional method, which assumes that increases and decreases in population are propor-
tionally allocated to the grid-cell population as, for example, in GLOBIO 2 (UNEP, 2002). 
This assumption implies the following for the allocation factor li:

The classification of the 24 world regions in IMAGE is based on a compromise of region-
specific characteristics (land use, energy and economy). Demographic homogeneity was 
not a major determinant when compiling the regions. Applying this algorithm to the 
24 heterogeneous world regions would allocate the population increase to those places 
where most people already live. This may lead to incorrect allocation. For example, most 
of the population growth of Mongolia, which is part of the East Asia region, is allocated to 
the Chinese coastal zone, where most of the people in this region live. 

This problem was solved by combining regional scenarios with associated national 
data of World Population Prospects (Van Vuuren et al., 2005). The results of this new 
methodology are shown for the IPCC-SRES A2 scenario (Nakicenovic et al., 2000) for 
the year 2050 (Figure 2.6). The relative difference is highest in Lao People’s Democratic 
Republic and the Philippines where the population increase is almost 60% higher than 
in the old method, while Indonesia has 26 million less people with the new method.

Figure 2.7 shows the results of the new methodology for the population density in 
persons per grid cell in 2050. The consequences of the population increases according 
to the A2 scenario result in a further increase of already densely populated areas in 
China and India. The increase in India and Bangladesh is concentrated along the Ganges 
River where many grid cells will be confronted with more than 1 million inhabitants 
who all need space, water and food.
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This improved methodology enables a better understanding and analysis of the effects 
of population increase in relation to environmental conditions such as climate or water 
availability and changes in these. Accounting for the environmental conditions may 
improve the allocation of future population changes, for example, by introducing the 
concept of attractiveness. Population changes can then be allocated using different 
weights for the allocation factor li. The arguments of this attractiveness function can 
include population density (enforcing higher urbanization rates), land-use patterns 
(initiating the formation of new urban area) and water availability (making water-
stressed areas less attractive to live in).

2.5 	 Concluding remarks

Population represents an important driver of global environmental change. In the 
IMAGE framework, population projections are either taken exogenously or simulated 
with the PHOENIX model. One important aspect of population is its distribution. With 
almost half of the population living in urban areas and the importance of urbaniza-
tion for the components of population changes, it is clear that we need to improve our 
understanding of the urbanization process. However, modelling urbanization is not a 
trivial task.
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In IMAGE, the population density is used as a proxy for urban and rural population. 
Change in population density is calculated for each grid cell with a proportional 
method, using available country-specific population data combined with the trends on 
the level of world regions as determined by, for example, PHOENIX. The proportional 
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method is attractive in its simplicity, but it also has several shortcomings related to 
urbanization and population density: (i) the proportion of the population living in 
urban areas is constant with this methodology if urban areas are not explicitly defined; 
urbanization only occurs if the population density in rural areas exceeds a certain 
threshold and the value of this threshold is rather arbitrary; (ii) there is no limit to 
population density and (iii) it is difficult to deal with decreasing population expected 
in certain world regions in the coming decades.
 
The method described addresses future urban populations and not urban areas. In 
this chapter an attractiveness function to allocate population changes with varying 
allocation factor li is proposed to describe future population changes in space. The at-
tractiveness function can be used to mimic higher urbanization rates in specific places 
or initiate the formation of new urban areas. The approach for allocating urban area 
for historical projections (1700-2000) as discussed in chapter 6 is based on a similar 
concept using weighting maps to allocate urban area.

It is more difficult to deal with decreasing population, since up to now there has hardly 
been any experience with the patterns and consequences of a declining population. 
This could be explored by taking the underlying demographic components of popula-
tion changes - birth, death and migration - as a starting point. The changes in these 
components make up the overall population change, safeguarding the macro-level 
changes.

Research on underlying determinants of birth and death provide clues to describe 
these processes, for example, for fertility (Bongaarts and Potter, 1983) and mortality 
(Frenk et al., 1993; Ezzati et al., 2002). Estimating migration flows is more difficult than 
birth and death rates. At the region or country level the migration flows represent 
international migration, while at the grid level intra-national migration should also 
be taken into account. However, the results of the allocation method discussed in this 
chapter can also be used to gain insight into detailed grid-level population dynamics 
regarding birth, death and migration. 

Taken together, applying and exploring the currently available allocation method
ologies in IMAGE and proposed improvements may be a valuable next step for 
assessing future global population dynamics at grid scale, using data from IMAGE and 
population projections. The resulting population densities are useful for improving our 
understanding of future urbanization patterns and as a tool for planning processes.
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3	 Timer 2: Model description and application

•	 The Timer 2 model describes long-term development pathways in the energy system 
in the broader context of impacts on climate change, air pollution and sustainable 
development. It is integrated into the IMAGE framework via energy-related emis-
sions of greenhouse gases and air pollutants, the use of bioenergy and the role of 
the energy system in mitigation scenarios.

•	 Important new elements that have been introduced in the Timer 2 model are hy-
drogen production and more detailed descriptions of the electric power system and 
renewable energy (including bio-energy).

•	 The coupled TIMER-IMAGE-FAIR framework can be used to study different mitiga-
tion scenarios. In general, low greenhouse gas concentration scenarios (550 ppm 
CO2-eq. and less) were found technically achievable using the framework, with 
direct costs in the order of 1-2% GDP. A mix of options is needed to achieve the 
required reductions; options that might form very substantial overall reductions are 
in particular carbon-capture-and-storage (CCS), energy efficiency improvement and 
bioenergy.

3.1 	 Introduction

Energy forms a central element in discussions on sustainable development. First of all, 
the use of energy supports economic development. Securing affordable energy supply 
is an important element in the energy policies of many countries. Fossil fuel resources, 
which currently account for more than three-quarters of world’s energy use, are slowly 
being depleted with especially oil and gas resources becoming more and more con-
centrated in a limited number of supply regions. At the same time, renewable energy 
sources also have limitations. Secondly, fuel combustion is the single most important 
cause of both air pollution and greenhouse gas emissions. The future of global energy 
use is highly uncertain and depends on uncertain factors such as technology and socio-
economic development, resource availability and societal choices. Exploring different 
scenarios for the future energy system thus provides crucial information to decision-
makers.

The IMage Energy Regional Model (TIMER) is an energy model that has been developed 
to explore different scenarios for the energy system but in the broader context of the 
IMAGE environmental assessment framework. TIMER is an energy-system simulation 
model, describing the demand and supply of 12 different energy carriers for 17 world 
regions (Figure 3.1). Its main purpose is to analyze the long-term trends in energy 
demand and efficiency and the possible transition towards renewable energy sources. 
Within the broader IMAGE context, the model describes energy-related greenhouse 
gas, as well as air pollution emissions and land-use demand for energy crops. The 
TIMER model focuses particularly on several dynamic relationships within the energy 
system, such as inertia, learning-by-doing, depletion and trade among the different 
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regions. The TIMER model is a simulation model, which means results depend on a 
single set of deterministic algorithms instead of being the result of an optimization 
exercise. As such it can be compared to other energy system simulation models such as 
POLES (Criqui and Kouvaritakis, 2000). 

The TIMER model was originally developed as a one-world model (TIME) for the TARGETS 
sustainable development model (Rotmans and De Vries, 1997). A model version com-
prising 17 world regions was developed (Timer 1.0) between 1997 and 2000 (De Vries 
et al., 2002). The Timer 1.0 model was applied, for example, to the development of the 
IPCC SRES scenarios (De Vries et al., 2000), exploration of climate policies (Van Vuuren 
and De Vries, 2001; Van Vuuren et al., 2003), country-level scenario assessment, and, 
together with IMAGE, global environmental scenario studies (UNEP, 2002; Carpenter 
and Pingali, 2006). More recently, improved modelling of renewable energy sources, 
revision of the electricity model and the development of a hydrogen sub-model led to 
the Timer 2 model. Thus far the Timer 2 model has simulated the energy system for 17 
world regions. This model version was used to explore different stabilization strategies 
(Van Vuuren et al., 2006). Given the interest in results at the country–level for the main 
developing countries, a 26 region version of the model has been developed.

In this chapter we present an overview of the TIMER model and its recent develop-
ments. For a full documentation of the Timer 1.0 model see De Vries et al., (2002); here 
we concentrate on changes implemented in Timer 2. Section 3.2 overviews the model 
and discusses the sub-models on energy demand, conversion and supply. Section 3.3 
discusses the common elements of the model, including technological development, 
depletion and substitution. Section 3.4 focuses on the major changes that were includ-
ed in Timer 2, and finally, section 3.5 describes a typical application of TIMER in the 
recent stabilization scenarios study closely connected to the IMAGE and FAIR models. 
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3.2	 Model outline and structure

The TIMER model describes the chain, going from demand for energy services (useful 
energy) to the supply of energy itself through different primary energy sources and 
related emissions (Figure 3.1). The steps are connected by demand for energy (from left 
to right) and by feedbacks, mainly in the form of energy prices (from right to left). The 
TIMER model has three types of sub-models: (i) the energy demand model; (ii) models 
for energy conversion (electricity and hydrogen production) and (iii) models for pri-
mary energy supply. An overview of some of the main assumptions for the different 
sources and technologies is listed in Table 3.1.

The Energy Demand sub-model
The final energy demand (for five sectors and eight energy carriers) is modelled as a 
function of changes in population, economic activity and energy efficiency (Figure 
3.2). The first two factors drive the demand for energy services (or useful energy). 
The energy-intensity development for each sector (i.e. energy units per monetary unit) 
is assumed to be a bell-shaped function of the per capita activity level (i.e. sectoral 
value added or GDP). This reflects an empirical observation that a changing mix of 
activities within a sector could, with rising activity levels, first lead to an increase and 
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subsequently to a decrease in energy intensity (structural change). Evidence of this 
trend is more convincing in some sectors (e.g. industry) than in others (e.g. transport) 
(De Vries et al., 2002). In any case, the actual shape of this function (defined by sector 
and region) has a large influence on the demand for energy services in the model. 
The Autonomous Energy Efficiency Increase (AEEI) multiplier accounts for efficiency 
improvement that occurs as a result of technology improvement independent of prices. 
The AEEI is assumed to be linked to the economic growth rate.

42

Table 3.1. Assumptions within the TIMER model for various energy categories.

Option Assumptions References

Fossil fuels Regional resources and production costs for various 
qualities; global trade (coal, oil and natural gas resources 
equal 300, 45, and 117, respectively). Global average 
crude energy prices in 2050 are 1.4, 5.1 and 4.4 1995US$/ 
GJ for coal, oil and natural gas, respectively. In 2000, these 
prices are 1.1, 3.0 and 2.3 1995US$/GJ.

Rogner (1997)

Carbon capture 
and storage

Regional reservoir availability and storage costs for 
various options (different categories of empty oil 
and natural gas reservoirs, coal reservoirs, coal-bed 
methane recovery, aquifers). Total capacity equals 1500 
GtC. Transport and storage costs range, depending on 
category and region, from 10-150 US$/tC.

Hendriks et al. 
(2002a)

Power plant 
efficiency and 
investment costs

Power plant efficiency and investment costs for 20 
types of thermal power plants (coal, oil, natural gas, 
biomass) including carbon capture and storage defined 
over time. 

Hendriks et al. 
(2004)

Energy crops Potential and costs for energy crops defined by region 
on the basis of IMAGE 2.3 maps (including abandoned 
agricultural land, natural grasslands and savanna). 
Primary biomass can be converted into liquid biofuels 
(for transport) and solid bioenergy (for electricity). 
Technology development is based on learning-by-doing. 
Maximum potential equals 230 EJ in 2050 and 600 EJ in 
2100. Production costs for liquid fuels varies from 12-16 
US$/GJ in 2000 to around 8-12US $/GJ in 2050 (depending 
on scenario). Production costs for solid fuels is around 4 
US$/GJ.

Hoogwijk (2004)

Solar/wind power Solar and wind power based on studies that assess 
global potential on the basis of 0.5 x 0.5 degree maps. 
Costs change over time as a result of depletion, learn-
ing-by-doing and grid penetration (declining capacity-
credit and excess electricity production).

Hoogwijk (2004)

Nuclear power Investment costs of nuclear power based on available 
information in the literature (most important references 
indicated). Investments costs are assumed to decrease 
over time. Fuel costs increase over time as a result of 
depletion.

MIT (2003); Sims 
et al. (2003)

Hydrogen Hydrogen modelled on the basis of production from 
fossil fuels, bio-energy, electricity and solar power (in-
cluding carbon capture and storage). Selection on the 
basis of a multinomial logit model.

Van Ruijven et 
al. (2006)
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A second multiplier, the Price-Induced Energy Efficiency Improvement (PIEEI), describes 
the effect of rising energy costs on consumers (Figure 3.2). This multiplier is calculated 
using a sectoral energy conservation supply cost curve and end-use energy costs. 
The demand for secondary energy carriers is determined by the relative prices of the 
energy carriers in combination with premium values. The premium values reflect non-
price factors determining market shares, such as preferences, environmental policies, 
strategic considerations etc. Secondary fuel allocation is determined by a multinomial 
logit formulation for most fuels (see section 3.3). Alternative approaches are used for 
traditional biomass and secondary heat. The market share of traditional biomass is 
assumed to be driven by per capita income, where a higher per capita income leads 
to lower per capita consumption of traditional biomass. The market share of second-
ary heat is determined by an exogenous scenario parameter. Finally, non-energy use 
of fossil fuels is modelled on the basis of an exogenous-assumed intensity parameter 
(related to industry value-added) and a price-driven competition of the various energy 
carriers.
	
The Electric Power Generation sub-model
The Electric Power Generation sub-model (Figure 3.3) simulates investments in various 
electricity production technologies and their use in response to electricity demand 
and to changes in relative generation costs (see also Hoogwijk, 2004). The demand for 
capacity is derived from the forecast for the simultaneous maximum demand and a 
reserve margin of about 10%. The first factor is calculated using assumptions on the 
load distribution, the net electricity demand, electricity trade and transmission losses. 
Different technologies compete for a share in investments based on their total costs 
(capital and operational costs). The operational strategy (use of existing park) is based 
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on operational costs for peak and base load. In both cases, a multinomial logit model 
is used. 

Fossil fuels and bioenergy can be used in a total of 20 different plant types that repre-
sent different combinations of (i) conventional technology; (ii) gasification and com-
bined cycle technology; (iii) combined-heat-and-power, and (iv) carbon–capture and 
storage (see also Hendriks et al., 2004). In addition, the model distinguishes hydro
power, solar power, wind power and nuclear power. The costs of technologies are 
described in terms of learning and depletion dynamics. For renewable energy sources 
with an intermittent character (wind and solar power), additional costs are determined 
for discarded electricity (if production exceeds demand), back-up capacity and addi-
tionally required spinning reserve (spinning reserve is formed by power stations oper-
ating below maximum capacity that can be scaled up in relatively little time to avoid 
loss of power if supply of wind and solar power suddenly drops). The required spinning 
reserve is assumed to be 3.5% of the installed capacity of the conventional park. If 
wind and solar photo-voltaic cells (PV) penetrate the market, the additionally required 
spinning reserve equals 15% of the intermittent capacity (but only after the additional 
spinning reserve exceeds the capacity already present in the system). Back-up capacity 
is added to account for the low capacity credit (its contribution to a reliable supply of 
electricity at any moment of time) of the intermittent sources. For the first 5% pene
tration of the intermittent capacity, the capacity credit equals the load factor of the 
wind turbines. If the penetration of intermittent sources increases further, the capacity 
credit decreases. The costs of back-up power are allocated to the intermittent source. 
Finally, a mismatch between supply of intermittent resources and electricity demand is 
also taken into account. Wind and PV electricity is discarded if it exceeds the electricity 
demand in a month as given by the load-demand curve. 

Supply of primary energy
Supply of all primary energy carriers is based on the interplay between resource 
depletion and technology development. Technology development is introduced either 
as learning curves (for most fuels and renewable options) or by exogenous technology 
change assumptions (for thermal power plants). To model resource depletion of fossil 
fuels and uranium, several resource categories that are depleted in order of their costs 
are defined. Production costs thus rise as each subsequent category is exploited. For 
renewable energy options, the production costs depend on the ratio between actual 
production levels and the maximum production level. Details on modelling fossil fuels 
and bioenergy use are given below. Uranium is treated similarly to fossil fuels. The 
modelling of renewables is discussed in more detail in section 3.4.

TIMER includes three fossil-fuel production sub-models for solid, liquid and gaseous 
fuels, respectively. For each region these sub-models calculate the demand for secondary 
energy carriers, electricity generation, international transport (bunkers) and the demand 
for non-energy use and feedstocks (Figure 3.4). The calculated fuel demand accounts for 
losses (e.g. refining and conversion) and energy use within the energy system. In the next 
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step, demand is confronted with possible supply, both within the region and in other 
regions by means of the international trade model.

The allocation in the trade module is based on costs. These are governed, as indicated 
above, by the combined influence of learning-by-doing and resource depletion. The 
resource base is categorized in 10-14 different classes per fuel type and region, ranked 
according to production costs (based on Rogner, 1997). Meanwhile, the learning para
meter leads to lower costs with increasing cumulated production. 

In the trade formulation, each region imports fuel from other regions depending on 
the ratios between the production costs in the other regions plus transport costs, and 
the production costs within the region considered (multinomial logit). Transportation 
costs form the product of the representative interregional distances and time and fuel-
dependent estimates of the costs per GJ per km. To reflect geographical, political and 
other constraints in the interregional fuel trade, an additional parameter is used to 
simulate the existence of trade barriers between regions. 

The structure of the biomass sub-model is similar to that of the fossil fuel supply models 
but with a few important differences (see also Hoogwijk, 2004). First of all, in the bio
energy model depletion is not governed by cumulative production but by the degree 
to which available land is being used for commercial energy crops. Available land is 
defined as abandoned agricultural land and part of the natural grasslands in divergent 
land-use scenarios for the 21st century and is based on IMAGE scenario calculations. 
The land is categorized according to productivity levels which are assumed to reflect 
the cost of producing primary biomass. The biomass model also describes the conver-
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sion of biomass (residues, wood crops, maize and sugar cane) to two generic secondary 
fuel types: bio-solid fuels (BSF) and bio-liquid fuels (BLF). The solid fuel is used in the 
industry and power sector, and the liquid fuel in other sectors, in particular, transport. 
The trade and allocation of biofuel production is determined by optimization rather 
than by the multinomial logit equation used elsewhere in TIMER, so as to avoid unsta-
ble, oscillating model behaviour.

The TIMER Emissions sub-model
The TIMER Emissions Model (TEM) calculates the regional atmospheric emissions from 
energy and industry-related processes. The model covers carbon dioxide (CO2), meth-
ane (CH4), nitrous oxide (N2O), nitrogen oxides (NOx), carbon monoxide (CO), non-
methane volatile organic compounds (NMVOC), sulphur dioxide (SO2) and emissions 
of halocarbons (CFCs, HCFCs, HFCs, etc.). Emissions are calculated by multiplying 
primary energy-use fluxes and industrial activity levels with time-dependent emission 
coefficients. Changes in these coefficients represent technological improvements and 
end-of-pipe control techniques for CO, NMVOC, NOx and SO2 (FGD in power plants, fuel 
specification standards for transport, clean-coal technologies in industry, etc.)

3.3 Common model elements

The TIMER model has several elements that re-appear in various submodels. Two of 
these involve the dynamics of technology development and substitution. Another com-
mon element, which will not be discussed here, is the capital vintage structure for each 
process. This element describes the investment and lifetime of different capital stocks. 
Its use implies that changes in energy use and production can only be adopted by the 
system at a rate equal to new investment and the depreciation of existing capital.

Technology development
An important aspect of the TIMER model is the endogenous formulation of technologi-
cal development on the basis of ‘learning-by-doing’. This phenomenon is considered to 
be a meaningful representation of technological change in global energy models (Azar 
and Dowlatabadi, 1999; Grubler et al., 1999; Wene, 2000). The general formulation of 
learning-by-doing is that a cost measure, y, tends to decline as a power function of an 
accumulated learning measure, Q:

		  (1)

where p is the learning rate, Q the cumulative capacity or output and a a constant. 
Often p is expressed by the progress ratio r, which indicates how fast the costs measure, 
y, decreases with the doubling of Q (r=2-p). Progress ratios reported in empirical studies 
lie mostly between 0.65 and 0.95, with a median value of 0.82 (e.g. Argotte and Epple, 
1990).
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In the TIMER model, learning-by-doing influences the capital-output ratio of coal, oil 
and gas production, the specific investment cost of renewable and nuclear energy, 
the cost of hydrogen technologies and the rate at which the energy conservation cost 
curves decline. The value of r ranges between 0.7 and 1.0, based on historic values. 
The actual values used depend on the technologies and the scenario setting. The r of 
solar/wind and bioenergy have been set at a lower level than the values for fossil-based 
technologies, founded on observed historic trends (e.g. Wene, 2000; Junginger et al., 
2005). There is evidence that in the early stages of development r is higher than for 
the technologies that have already been in use for long time periods. Other factors may 
also contribute to such faster learning in early phases, such as a relatively high invest-
ment in research and development (Wene, 2000). 

It is interesting here to ask whether learning curves should be applied separately on the 
regional scale or for the world as a whole. On the one hand, technologies developed in 
one region will often also be available in other regions. On the other, a significant part of 
cost reduction comes from experience gained by applying the technology and develop-
ing the associated infrastructure that may not be so easily transferred. In TIMER, we pos-
tulate the existence of a single global learning curve. Regions are then assumed to either 
pool knowledge and ‘learn’ together or be (partly) blocked from this pool. In the latter 
case, only the obviously smaller cumulated production within the region itself drives the 
learning process. 

Substitution of fuels and technologies
Substitution among energy carriers and technologies is described in the model using the 
multinomial logit formulation:
	  	
		  (2)

 
where IMSi is the share of total investments for fuel or production method I (-), ci the cost 
or price of production method i and l the so-called logit parameter, which reflects the 
sensitivity of markets to relative differences in production costs.

The cost ci may include other factors such as premium factors, additional investment 
costs and cost increases as a result of a carbon tax. The multinomial logit model implies 
that the market share of a certain technology or fuel type depends on costs relative to 
competing technologies. The option with the lowest costs gets the largest market share, 
but in most cases not the full market. We interpret the latter as a representation of het-
erogeneity in the form of specific market niches for every technology or fuel. The multi-
nomial logit mechanism is used in TIMER to describe substitution among end-use energy 
carriers, different forms of electricity generation (coal, oil, natural gas, solar/wind and 
nuclear) and substitution between fossil fuels and bioenergy. 
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3.4 	 Important changes in the Timer 2 model

Several parts of the model have been changed since the publication of the Timer 1.0 
documentation (De Vries et al., 2002). In this section we discuss two of these changes: 
the modelling of renewable energy sources and the hydrogen model. 

Renewable energy
The potential of renewable energy (wind, solar photovoltaic and bioenergy) has been es-
timated generically on the basis of a methodology developed by Hoogwijk (2004). First, 
the relevant physical and geographical data for the regions considered are collected at 
the resolution of 0.5 by 0.5 degree. The wind and solar characteristics are taken from the 
digital database constructed by the Climate Research Unit (New et al., 1999). Land-use 
information for energy crops is taken from the IMAGE land-use model.

Subsequently, the model assesses which part of the grid cell area can be used for energy 
production given its physical-geographical (terrain, habitation) and socio-geographi-
cal (location, acceptability) characteristics. This leads to an estimate of the geographical 
potential. Next, the technical potential accounts for the fact that only part of the energy 
can be extracted in the form of useful secondary energy carriers (fuel, electricity), due to 
limited conversion efficiency and maximum power density. A final step is to relate this 
technical potential to the on-site production costs. The information at grid level is finally 
sorted and presented as cost-supply curves to TIMER. Cost-supply curves are used dynami-
cally and change over time as result of learning effect. Producing more renewable en-
ergy also leads to changes along this curve, and thus to higher costs.

For bioenergy, the TIMER model includes several routes from energy crops to liquid 
biofuel (ethanol and Fisher-Tropsch diesel) and solid biofuel (section 3.2). The geographic 
potential of biomass production by energy crops is estimated using suitability/avail
ability factors accounting for competing land-use options and the harvested rainfed 
yield of energy crops. A Cobb-Douglas function including capital, land and labour costs is 
used to calculate costs of production. Maps such as those shown in Figure 3.5 can be pro-
duced, indicating the electricity production costs (categories from <0.05 $/kWh to >0.15 
$/kWh) for each 0.5 by 0.5 degree grid cell. In almost all scenarios there is a significant 
increase in economic potential between 2000 and 2050 due to cost decreases as a result 
of learning-by-doing, in the form of scaling up, mass production and innovations. Similar 
calculations are done for wind and PV. A comparison of the results was presented by De 
Vries et al. (2006).

Hydrogen
The hydrogen sub-model (Van Ruijven et al., 2006) simulates the demand for the model 
and production, infrastructure and technology dynamics of hydrogen-related technolo-
gies (see Figure 3.6). Hydrogen production costs are determined by capital and fuel costs 
and (if relevant) costs of carbon capture and storage. The costs of energy services from 
hydrogen for the end-user are equal to the production costs (taking into account end-
use efficiency), and the costs of end-use capital and infrastructure. The market-share of 
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hydrogen is determined by a multinomial logit formulation, using the difference of the 
energy service costs from hydrogen and from other energy carriers. A feedback loop due 
to technological learning tends to lower the hydrogen production costs as cumulative 
installed capacity increases. 

In Timer 2, hydrogen can be produced by coal gasification, partial oxidation of oil, steam 
reforming of natural gas, gasification of biomass, electrolysis or direct solar-thermal 
production of hydrogen. For the production of hydrogen from natural gas, the model 
distinguishes between large-scale and small-scale Steam Methane Reforming (SMR). In 
this way a transition period can be simulated in which there is no infrastructure, and 
the more expensive small-scale SMR is the only available technology for stationary 
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Figure 3.5. Estimated costs of producing electricity in the A1 scenario for wind, biomass and 
solar-PV in 2000 and in 2050 (De Vries et al., 2006).
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applications of hydrogen. The capital cost of production technologies declines through 
learning-by-doing (section 3.3). 

Hydrogen can penetrate all five end-use markets. Another option is mixing up to 5% 
hydrogen (on an energy basis) into the natural gas grid for use in the residential and 
service sectors (Hendriks et al., 2002b). We assume exogenous cost decline for fuel 
cells, using Solid Oxide Fuel Cells in the industrial sector and Proton Exchange Mem-
brane fuel cells in both stationary and mobile applications (Wurster and Zittel, 1994; 
Reijnders et al., 2001). 

Transport and distribution of hydrogen is a major issue in the transition to a hydrogen 
energy system. Transport covers the distance from large-scale plants to residential areas 
or re-fuelling stations and is only considered for hydrogen produced on a large scale (this 
includes pipelines and trucks). Distribution includes the final distribution of hydrogen, 
i.e. the small-scale network in residential areas or the re-fuelling station itself. The costs 
of distribution are added to the cost of hydrogen. Since the development of a hydrogen 
transport infrastructure is expensive, hydrogen for stationary applications can initially 
only be produced by small-scale SMR plants near end-use locations. Investments in large-
scale infrastructure (pipelines) will only be made when hydrogen demand density rises 
above a certain threshold. When this happens, stationary applications can be served by 
both small-scale and large-scale hydrogen plants. For the transport sector we assume that 
hydrogen can initially be produced on all scales, since demand is dispersed and transport 
can be provided by truck. 
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al., 2006). 
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The results of TIMER calculations show that under the default assumption, hydrogen 
is not likely to penetrate the world market before the mid-21st century, with or with-
out climate policy, if only costs are considered (Figure 3.7). It could become a major 
secondary energy carrier later on, but only under optimistic assumptions. The trans-
port sector provides the earliest opportunities. Urban air pollution could provide an 
important incentive to the use of hydrogen. The best prospects are in OECD Europe 
and Japan, where energy prices are relatively high due to high taxes and few indig-
enous energy resources. 

Coal and natural-gas-based technologies seem to be the most economically attractive 
ones from the perspective of production. Partial oxidation of oil, biomass gasification, 
electrolysis and solar thermal hydrogen production are more expensive and hence show 
a lower degree of penetration. Under carbon constraints, the fossil-fuel-based hydrogen 
production technologies are still the most attractive if combined with carbon capture 
and storage; if this is not available, the preferred hydrogen path shifts towards biomass 
and natural gas. These outcomes reveal an ambiguous role for hydrogen in relation to 
climate policy. On the one hand, the most cost-effective production of hydrogen is from 
coal. As a result, CO2 emissions from energy systems with hydrogen are likely to be higher 
than without hydrogen. On the other hand, energy systems with hydrogen can respond 
to constraints on CO2 emissions more flexibly and at lower costs. This is because the use of 
hydrogen provides new and presumably cheap carbon emission reduction options in the 
form of centralized carbon capture and storage.

3.5 	 An application of TIMER: exploring low concentration 
stabilization scenarios

Methodology
A recent application of TIMER is the exploration of different pathways for stabilizing 
greenhouse gas concentration at low levels (Van Vuuren et al., 2006), the rationale being 
that climate change is one of the most prominent problems of sustainable development 
of this century (Carpenter and Pingali, 2006). Recent literature suggests that climate 
risks could already be substantial for an increase of 1-3°C compared to pre-industrial 
levels (Mastandrea and Schneider, 2004). Remaining temperature thresholds under low 
level with a high degree of certainty is likely to require stabilization at low greenhouse 
gas (GHG) concentrations. Meinshausen (2006), for instance, shows that remaining 
temperatures below the 2°C target with a 50% certainty requires stabilization below 
450 ppm CO2-eq. Nevertheless, the number of studies looking at such low stabilization 
levels is very limited. The TIMER model was used in combination with the FAIR model 
(chapter 11), and the climate and terrestrial sub-models of IMAGE to develop scenarios 
that explore how such low greenhouse gas concentration stabilization levels could be 
reached. The links between the sub-models are indicated in Figure 3.8.

The overall analysis consists of three steps (Figure 3.8). First, a baseline emission scenario 
was constructed using IMAGE and TIMER. Both models were also used to provide informa-
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tion on abatement by carbon plantation and measures in the energy system. Second, glo-
bal emission pathways that lead to a stabilization of the atmospheric GHG concentration 
were developed using the FAIR model. The FAIR model distributes the global emission 
reduction among the different regions, gases and sources in a cost-optimal way, using the 
marginal abatement costs. Finally, the emission reductions and permit price determined 
in the previous step were implemented in the IMAGE/TIMER model to develop the final 
mitigation scenario (emissions, land use, energy system). 

Estimates for reduction costs and potential from TIMER were made by imposing an 
emission permit price (carbon tax) and recording the induced reduction of CO2 emis-
sions. TIMER responds to the addition of an emission permit price in several ways. 
On the energy supply side, options with high carbon emissions (such as coal and oil) 
become more expensive when compared to options with low or zero emissions (such as 
natural gas, CCS, bioenergy, nuclear power, solar and wind power). The zero emissions 
therefore gain market-share. On the energy demand side, investments in efficiency 
become more attractive. Technology change can strongly influence the results. Differ-
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Figure 3.8. Linkage and information flows of the applied modelling framework integrating TIM-
ER, IMAGE and FAIR (note CP = carbon plantations; MAC = Marginal abatement curve) (Van 
Vuuren et al., 2006). 
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ent sets of response curves to carbon tax levels were constructed to take this influence 
into account. 

Apart from changes in energy use, there are other ways to reduce emissions. MAC 
curves for carbon plantations have been derived using the IMAGE model. For non-CO2 
gases, the starting point of our analysis consists of the MAC curves provided by the 
EMF-21 project of the Energy Modelling Forum (Weyant et al., 2006). Lucas et al. (2006) 
extended this set on the basis of a literature survey and expert judgement on long-
term abatement potential and costs. 

Finally, required emission reductions are estimated from information on multi-gas 
emission pathways constructed in FAIR (chapter 11). Three main criteria were used 
when developing the pathways: (i) a maximum reduction rate was assumed, reflecting 
the technical (and political) inertia that limits emission reductions. Fast reduction rates 
would require the early replacement of existing fossil-fuel-based capital stock, and this 
may involve high costs; (ii) the reduction rates compared to the baseline were spread  
over time as much as possible; (iii) the reduction rates were only allowed to change slowly 
over time. 

Results
Under a medium baseline (IPCC SRES B2 scenario) (see Van Vuuren et al., 2006) and 
without climate policy, worldwide primary energy use nearly doubles between 2000 
and 2050 and increases by another 35% between 2050 and 2100. Most of this growth 
occurs in non-Annex I regions (about 80%). Oil continues to be the most important 
energy carrier in the first half of the century, and its demand is driven mainly by the 
transport sector. Natural gas dominates new capacity in electric power generation in 
the first decades, but starts to be replaced by coal from 2030 onwards due to increasing 
gas prices. As a result, coal becomes the dominant energy carrier in the second half 
of the 21st century. Energy-sector CO2 emissions continue to increase for most of the 
century, peaking at 18 Pg C yr-1 in 2080. 

In order to reach the selected emission pathway that leads to stabilization of GHG 
radiative forcing at 650, 550 and 450 ppm CO2-eq, GHG emissions need to be reduced 
by 65%, 80% and 90%, respectively, in 2100, compared to the B2 baseline. Figure 3.9 
shows the (cost-optimal) reduction in the mitigation scenarios for different gases (up-
per panel). In the short term, a substantial share of the reduction is achieved in all 
stabilization scenarios by reducing non-CO2 gases while only 10% of the reductions 
come from reducing energy-related CO2 emissions. The disproportionate contribution 
of non-CO2 abatement is caused mainly by the relatively low-cost abatement options 
that have been identified for non-CO2 gases. After 2015, an increasing part of the 
reduction will need to come from CO2 emitted by the energy system.

The climate policies required to reach the stabilization pathways lead to substantial 
changes in the energy system compared to the baseline scenario (shown for 450 ppm 
CO2-eq) (Figure 3.10). These changes are more profound when going from 650 to 450 
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Figure 3.9. Emission reductions for total GHG emissions for different gases (top) and for energy 
CO2 emissions contributed by reduction measure category (bottom) applied to stabilization 
scenarios at 650, 550 and 450 ppm CO2-eq (Van Vuuren et al., 2006). Calculations are based on 
the B2 baseline.
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ppm CO2-eq. In the most stringent scenario, global primary energy use is reduced by 
around 20%. Clearly, the reductions are not similar for the different energy carriers. 
The largest reductions occur for coal, in which the remaining coal consumption is 
primarily in electric power stations that use carbon capture and storage. There is also a 
substantial reduction for oil. Reductions for natural gas are smaller, while other energy 
carriers, in particular solar, wind and nuclear-based electricity and modern biomass, 
gain in market share.

The largest reduction in the energy sector results from changes in energy supply 
(Figure 3.9). Some changes stand out. First of all, under our default assumptions carbon 
capture and storage, mainly in the power sector, accounts for up to one-third of the 
reductions in energy-related CO2 emissions. Energy efficiency represents a relatively 
important part of the portfolio of reduction options early in the century. Bioenergy 
use also accounts for a large proportion of the emission reductions. In the baseline 
scenario, about 200 EJ yr-1 of bioenergy is used. In the most stringent stabilization 
scenario, bioenergy use increases to 350 EJ yr-1. The use of bioenergy requires land in 
places where in the baseline there would be natural vegetation sequestering carbon.
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Figure 3.10. Primary energy use in the B2 baseline (left) and the 450 ppm CO2-eq stabilization 
scenario (right). Nuclear, solar, wind and hydro power have been reported at a virtual efficiency of  
40%; bioenergy includes traditional biomass; renewables include hydro, solar and wind power 
(Van Vuuren et al., 2006).
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Solar, wind and nuclear power also account for a considerable proportion of the 
required reductions. Due to their intermittent character, the contribution of solar and 
wind power is somewhat limited by a declining ability to contribute to a sufficiently 
reliable electric power system at high penetration rates. Therefore, the increase in 
nuclear power compared to the baseline is larger in the model results than the increase 
of renewables (see also MIT, 2003; Sims et al., 2003). However, more flexible power 
systems, different assumptions on the consequences of intermittency for renewables, 
the development of storage systems, technological breakthroughs or taking into 
account public acceptance of nuclear power could easily lead to a different mix of zero-
emission power technologies. 

Figure 3.11 shows the permit prices and abatement costs. The latter are calculated on 
the basis of the marginal permit prices and represent the direct additional costs due to 
climate policy. Scenarios involving stabilization at 650 and 550 ppm CO2-eq ppm are 
characterized by a fairly smooth increase in the marginal price followed by a drop by 
the end of the century. The drop is caused by a fall in emissions in the baseline and 
further cost reductions in mitigation technologies (in particular, hydrogen fuel cells 
start entering the market by this time, allowing for reductions in the transport sector 
at much lower costs). In the 450 ppm stabilization scenario, the marginal price rises 
rapidly during the first part of the century and reaches a marginal price of over 600 
US$ per ton C-eq by 2050, and stabilizes at 800 US$ per ton C-eq by the end of the cen-
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Figure 3.11. Carbon-equivalent price for stabilizing greenhouse gas concentrations at 650, 550 
and 450 ppm CO2-eq from the B2 baseline (left); abatement costs as a percentage of GDP for these 
scenarios (Van Vuuren et al., 2006) (right).
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tury. The high marginal price is necessary to reduce emissions from the less responsive 
sources such as CO2 emissions from transport or some of the non-CO2 emissions from 
agricultural sources. Other sources, such as electric power, already have their emission 
reduced to virtually zero at permit prices of 200–300 US$ per ton C-eq.

The three multi-gas stabilization scenarios analyzed here lead to clearly different tem-
perature increases. Table 3.2 shows some of the scenario parameters for a medium esti-
mate of climate sensitivity of 2.5°C. The table shows that in 2100 the 650 and 550 ppm 
CO2-eq stabilization scenarios are still approaching the stabilization levels, while the 
450 ppm CO2-eq scenario has in fact exceeded its target (as designed) and is approach-
ing its target from a higher concentration level. Temperature increases (as calculated 
by IMAGE) range from 2.3 to 1.7°C in 2100.

In summary, we find that stabilizing greenhouse concentrations at 650, 550, 450 ppm 
and, under specific assumptions, at 400 ppm CO2-eq, is technically feasible from me-
dian baseline scenarios on the basis of technologies currently available. Our calcula-
tions show that the first decades of the 21st century represent the most difficult period 
for climate change policy, even assuming the full participation of all countries under 
a climate regime, with a rapidly rising costs level. The net present value of abatement 
costs increases from 0.2% to 1.2% of the net present value of GDP (5% discount rate) 
when moving from 650 to 450 ppm. On the other hand, the probability of meeting 
a 2°C target increases from 0–18% to 22–73%. In addition to direct abatement costs, 
stabilization also involves indirect costs and benefits (for example, the changes in the 
fuel trade). Strategies are also shown to consist of a portfolio of measures. The reduc-
tions in our stabilization scenarios are achieved through a set of measures rather than 
a single measure. The reasons for this result include: (i) limitations in the potential of 
individual options; (ii) regional and sub-regional differentiation; (iii) increasing costs 
for penetration rates as a result of depletion and (iv) differentiation between sectors. 
At the same time, carbon capture and storage represent a very attractive technology to 
reduce greenhouse gas emissions under our default assumptions.

Table 3.2. Overview of several key parameters for the stabilization scenarios explored.

2100 Concentration
(ppm)

Reduction of 
Cumulative 
Emissions in 
2000–2100

Temperature change
(°C)

CO2-eq CO2 % 2100 Equilibrium

B2 947 708 0 3.0 -
B2 650 ppm CO2-eq 625 524 36 2.3 2.9
B2 550 ppm CO2-eq 538 463 50 2.0 2.5
B2 450 ppm CO2-eq 479 424 61 1.7 2.0
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3.6. Concluding remarks

The Timer 2 model has been developed to explore different pathways of the global 
energy system in the context of climate change or long-term depletion of fossil-fuel 
resources. Several applications of the model, mostly coupled to other elements of 
IMAGE, such as the land-use model and the FAIR model, have shown its capacity to 
fulfil this aim. However, the model can be improved further. Issues that merit future 
research include the following: (i) the implication of the energy transition in develop-
ing countries and (ii) modelling physical drivers of energy demand. With reference to 
(i), increasing energy demand in most scenarios, in developing countries represents 
the main driving force behind increasing global energy consumption. Nevertheless, 
representation of developing-country energy issues in global energy models like TIMER 
is limited. We will explore whether improvements can be made. Referring to (ii), in the 
current version of TIMER primarily monetary indicators are used to determine energy 
demand. By modelling the underlying physical drivers (passenger kilometres or steel 
production), a deeper insight can be obtained in opportunities to change the energy 
system.
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4 	 Modelling agricultural trade and food 
production under different trade policies

•	 As an alternative to the agricultural demand model of earlier IMAGE versions, the 
IMAGE 2.4 framework now includes a linkage to the global agricultural trade model 
GTAP, which determines the regional food production on the basis of dietary prefer-
ences, agricultural trade regimes and food prices. 

•	 An iterative linkage of GTAP and IMAGE allows an assessment of the economic and 
environmental consequences of specific trade policies. GTAP calculates consump-
tion and trade of agricultural products by taking into account regional and world 
market prices, which result from production functions explicitly including capital, 
labour and land prices. In return, IMAGE 2.4 provides yield and yield changes due 
to climate change and expansion of agriculture to less productive areas; it also 
simulates the geographically explicit environmental impacts.

•	 Results from recent studies using the coupled GTAP-IMAGE model framework show 
that trade liberalization will lead to an increase in trade of agricultural products 
with positive economic consequences for almost all regions (growth in GDP), but 
with higher environmental pressure on developing exporting regions like Latin 
America and Southern Africa. In total, trade liberalization will lead to a larger 
expansion of arable land and therefore to higher pressure on ecosystems.

4.1 	 Introduction

For many decades, food supply and food distribution have been among the most im-
portant issues in the global political arena. At the first World Food Summit in 1974, 
political leaders from around the world set themselves a goal to eradicate hunger in 
the world within 10 years. As history has proven, this ambitious goal was not met, lead-
ing to new goals at the second World Food Summit in 1996. There, the world leaders 
committed themselves to reducing the number of chronically undernourished by 50% 
by the year 2015. This target has been endorsed at many other meetings since then 
and is now known as one of the eight Millennium Development Goals (MDGs) of the 
United Nations (United Nations, 2001). The MDGs commit the international commu-
nity to adopting an extended view on development and recognizing the importance of 
creating a global partnership for achieving sustainable economic growth.

The term ‘sustainable economic growth’ embraces the marriage of economy and ecology 
introduced by Brundtland (1987) in ‘Our Common Future’. This report emphasizes the 
importance of development of poor countries as a prerequisite for peace, security and 
protection of the environment. At the 1992 Earth Summit in Rio de Janeiro, world lead-
ers agreed to make sustainable development the prime objective for environmental 
policy. Agriculture is the world’s largest subsidized sector. In 2002, the World Sum-
mit on Sustainable Development at Johannesburg called for an international approach 
towards phasing out ‘harmful subsidies’, unfortunately failing to specify what these 
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were. Negotiations on lowering subsidies linked with trade regimes are the mandate 
of the World Trade Organization (WTO). Given the debated beneficiary effects of liber-
alization of trade, agriculture has been one of the major causes of discontent between 
developed and developing countries within the WTO. After a period of nearly 20 years 
of preparing, negotiating and implementing the Uruguay Round Agreement on Agri-
culture, subsidies and protection have remained high, in particular in industrialized 
countries. Therefore, developing countries have started to indicate that any new trade 
round or multilateral trade agreement should particularly benefit the developing 
world for it to be meaningful. In Doha consensus was reached  in November 2001 on 
a mandate to dedicate the new round of trade liberalization to serve development 
and the environment and produce an outcome that specifically would benefit the 
developing world (the Doha Development Agenda).

In contrast to the intensive media attention on this subject, there are relatively few scien-
tific studies that deal with the complex relation between trade liberalization and envi-
ronmental resources. Studies of trade and the environment often come to widely varying 
conclusions depending on the scientific background of their authors (Huang and Labys, 
2001; Eickhout et al., 2004). Environmentalists often stress the negative environmental 
impacts of large-scale, intensive production following trade liberalization (CBD, 2002), 
whereas economists argue that the right response in the case of negative effects is to ad-
dress the underlying problem through domestic regulation or environmental treaties 
and not to restrict trade (see Bulte and Barbier, 2004). A key question is whether the politi-
cal climate is such that institutions can be created to deal with possible negative impacts 
on the environment.

The adjusted version of the Global Trade Analysis Project (GTAP) model (Hertel, 1997; Van 
Meijl et al., 2006) model included in the IMAGE 2.4 framework offers a viable approach 
to assess the impact of non-agricultural sectors on agriculture and contains a full treat-
ment of factor markets with special land modelling features. Although the IMAGE 2.2 
model claimed to ‘assess the global environment’, its simple agricultural demand model 
(Strengers, 2001) was not appropriate for dealing with the issues of agricultural trade and 
policies, mainly due to the lack of an economic trade model with explicit policy options. 
The combination of IMAGE and GTAP offers a modelling framework to analyze both the 
economic and environmental conditions that determine the global future food market.

4.2 	 Methodology

Standard GTAP model
The GTAP model is a multi-regional, static, general equilibrium model based on neo-clas
sical micro-economic theory (Hertel, 1997). The standard model is based on regional 
and national input-output tables. GTAP distinguishes 12 sectors (grains, oils, sugar, hor-
ticulture, other crops, cattle, other animal products, raw milk, dairy products, other ag-
ricultural food products, industry and services). It explicitly links industries in a value 
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added chain from primary goods, over continuously higher stages of intermediate 
processing, to the final assembling of goods and services for consumption.

In the model, the objective of the producers in each sector within a country or region 
is to maximize profit by choosing a combination of inputs of labour, capital and inter
mediates to produce a single sectoral output. Perfect competition is assumed in all 
sectors. In the case of crop and livestock production, farmers also take decisions on 
land allocation. Intermediate inputs are either produced domestically or imported, 
while primary factors cannot move across borders. Markets are typically assumed to 
be competitive.

When taking decisions on inputs for production, prices of inputs and outputs are 
exogenous input to the model. Primary production factors, land, labour and capital 
are fully employed within each economy, and hence returns to land and capital are 
endogenously determined at equilibrium, i.e. the aggregate supply of each factor equals 
its demand. Each region is equipped with one regional household which distributes 
income over savings and consumption expenditures according to fixed budget shares.

In contrast to most Partial Equilibrium (PE) models, GTAP assumes that land is heteroge-
neous. The heterogeneity is introduced by specifying a transformation function, which 
takes total land as an input and distributes it among various sectors in response to rela-
tive rental rates. A Constant Elasticity of Transformation (CET) function is used, where the 
elasticity of transformation is a synthetic measure of land heterogeneity. Prices of goods 
and factors are adjusted until all markets are simultaneously in (general) equilibrium. 
Only changes in gross trade flows are modelled. Hence, factor markets are competitive, 
and labour, capital and land are mobile between sectors but not between regions.

GTAP assumes that products are differentiated by country. This is modelled using the 
Armington approach (Hertel, 1997). In this approach imports and domestic commodities 
are assumed to be imperfect substitutes in demand; the CET function describes the 
substitution possibilities between these commodities. The bilateral commodity trade 
is modelled then in this manner. Taxes and other policy measures are included in the 
theory of the model at several levels. All policy instruments are represented as ad 
valorem tax equivalents which create differences between the undistorted prices and 
the policy-inclusive prices.

Below we discuss a number of modifications to the standard GTAP model, including 
approaches for an improved land allocation, factor market segmentation and feed de
mand. In addition, we present the implementation of land supply curves in GTAP on the 
basis of IMAGE and the update of land productivity while iterating GTAP and IMAGE.

An extended land allocation tree
The standard version of GTAP represents land allocation in a CET structure (Figure 
4.1) assuming that the various types of land use are imperfectly substitutable, but 
with equal substitutability among all land-use types. For our purposes, the land-use 
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allocation structure is extended by taking into account that the degree of substitut-
ability differs between types of land (Huang et al., 2004) using the more detailed OECD 
Policy Evaluation Model (PEM) structure (OECD, 2003) (Figure 4.1). It distinguishes dif-
ferent types of land in a nested 3-level CET structure. The model covers several types 
of land use with different suitability levels for various crops (i.e. cereal grains, oilseeds, 
sugar cane/sugar beet and other agricultural products).

The lower nest assumes a constant elasticity of transformation between ‘vegetables, 
fruit and nuts’ (HORT), ‘other crops’ (e.g. rice, plant-based fibres; OCR), the group of 
‘Field Crops and Pastures’ (FCP) and non-agricultural land (NAG). The transforma-
tion is governed by the elasticity of transformation s1. The FCP-group is itself a CET 
aggregate of Cattle and Raw Milk (both Pasture), ‘Sugarcane and Beet’ (SUG), and the 
group of ‘Cereal, Oilseed and Protein crops’ (COP). Here, the elasticity of transforma-
tion is s2. Finally, the transformation of land within the upper nest, the COP group, 
is modelled with an elasticity s3. In this way the degree of substitutability of types of 
land can be varied between the nests. Agronomic features are captured to some extent. 
In general it is assumed that s3>s2 >s1, which implies that it is easier to change the 
allocation of land within the COP group, while it is more difficult to move land out of 
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COP production into, say, vegetables. The values of the elasticities are taken from PEM 
(OECD, 2003).

Factor market segmentation
Wage differentials between agriculture and non-agriculture can be sustained in many 
countries (especially in developing countries) through limited off-farm labour migration 
(De Janvry et al., 1991). Returns to assets invested in agriculture also tend to diverge from 
returns of investment in other activities. 

To capture these stylized facts, we incorporate segmented factor markets for labour and 
capital by specifying a CET structure that transforms agricultural labour (and capital) 
into non-agricultural labour (and capital) (Hertel and Keening, 2003). This specification 
has the advantage that it can be calibrated to available estimates of agricultural labour 
supply response. In order to have separate market-clearing conditions for agriculture 
and non-agriculture, we need to segment these factor markets with a finite elasticity 
of transformation. We also have separate market prices for each of these sets of 
endowments. The economy-wide endowment of labour (and capital) remains fixed, so 
that any increase in supply of labour (capital) to manufacturing labour (capital) has to 
be withdrawn from agriculture, and the economy-wide resources constraint remains 
satisfied. The elasticities of transformation can be calibrated to fit estimates of the 
elasticity of labour supply from OECD (2003).

Feed conversion in livestock
The intensification of livestock production systems also influences the composition 
of the animal feed required by livestock production systems (chapter 5). In general, 
intensification is accompanied by decreasing dependence on open range feeding and 
increasing use of concentrate feeds, mainly feed grains, to supplement other fodder. 
At the same time, improved and balanced feeding practices and improved breeds in 
ruminant systems enable more of the feed to go to meat and milk production rather 
than to maintenance of the animals. IMAGE simulates the production of livestock 
products, the animal stocks, productivity per animal, feed conversion and the use 
of different feedstuffs (crops, residues and fodder crops, animal products, grass and 
scavenging, see chapter 5).

In the extended GTAP model, future shifts in feed composition are taken from the 
IMAGE implementation of the FAO projection up to 2030 (Bruinsma, 2003) as described 
in Bouwman et al. (2005) (see also chapter 5). The grazing intensity is assumed to 
change in addition on the basis of GTAP results for intensification or extensification 
(see below).

Land supply curves
Regional differences in land quality and changes in land quality due to land degrada-
tion, water stress and climate change are not considered in the standard GTAP model. 
From an economic point of view, the agricultural land supply is a function of the price 
of land as expressed by land rent.  We implemented land supply curves in GTAP to cap-
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ture the (changes in) land quality and describe regional variations in land rent. These 
curves serve to translate the biophysical information on land productivity (based on 
soil and climatic conditions, see chapter 5) generated by IMAGE to land rent. The first 
concept of using land-supply curves was derived from Abler (2003). We calibrated the 
curves using FAO land-use projections and IMAGE results (Van Meijl et al., 2006; Tabeau 
et al., 2006).

The supply of agricultural land depends on its biophysical availability (potential area 
of suitable land), institutional factors (agricultural and urban policy, policy towards 
nature) and land price. The assumption that the most productive land is taken into 
production first leads to the shape of the agricultural land-supply curve presented in 
Figure 4.2. If the gap between agricultural land potentially available and land actually 
used in the agricultural sector is large, any increase in demand for agricultural land 
will lead to land conversion for agricultural use and will be accompanied by a modest 
increase in land price. Such a situation occurs in the flat part of the land supply 
curve (Figure 4.2). In contrast, when the agricultural land that is in use is close to the 
potential area, an increase in demand for agricultural land will lead to an increasing 
land price (land becomes scarce). In such a situation, land conversion is difficult to 
achieve, and therefore the elasticity of land supply with respect to land price is also 
low. Points situated on the steep part of the land-supply curve in Figure 4.2 describe 
this situation.

In IMAGE, the productivity for seven food crops is calculated for each 0.5 by 0.5 degree 
grid cell using the crop growth model of IMAGE (Leemans and Van den Born, 1994). 
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Figure 4.2. Land-supply curve determining land-conversion and land-rental rate.
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For GTAP this information is aggregated to an estimate of the overall productivity for 
each grid cell. This overall crop productivity is expressed on a relative scale between 
0 and 1 on the basis of the potential crop productivity. Land productivity curves are 
obtained by ordering all grid cells in each of the 24 world regions from high to low 
productivity, and summing the total area (Figure 4.3). The land productivity curve can 
be translated to a land-supply curve assuming that the land price is a function of the 
inverse of the land productivity (Figure 4.3). By using different mathematical functions 
that approach the inverse of the productivity curve, a land-supply curve is thus imple-
mented in GTAP for each region (Tabeau et al., 2006).

We estimated the land supply function for 24 countries and regions. The curves are fit-
ted to the data using the non-linear least square estimation method. Since the inverse 
of yield is not a good proxy of real land price if land is scarce or when only a small 
fraction of the potentially available area is actually used, we allowed a lower fit to the 
data at the beginning and ending of the curves. The asymptote of the land-supply 
curve is an estimate of the availability of land in each region. All grid cells with yield 
values of zero (mainly ice and desert) as well as urban area and protected bioreserves 
are excluded.

In the case of EU and Japan, the conversion of non-agricultural land to agriculture 
is severely restricted by nature policy. Therefore, we assumed that only set-aside and 
abandoned agricultural land can be transformed to agricultural land in the EU and 
Japan: we excluded the forested areas in the land-supply curves in these regions by 
setting yields to zero.
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The results indicate scarcity of agricultural land in North Africa, EU, the Rest of West-
ern Europe, Former Soviet Union, Middle East, China, Japan and Oceania. This means 
that these regions are currently on the steep part of their land-supply curve and the 
associated land-supply elasticity with respect to the land price is lower than 1. Agricul-
tural land is not scarce in Canada, and here, expansion of agriculture can take place 
without a fast increase in the land price (Figure 4.4). The opposite situation can be 
seen in China. A small expansion of agricultural land here will lead to a high increase 
in the land price, and this stimulates the intensification processes in the agricultural 
production systems (Figure 4.5).
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Exchanging land productivities between GTAP and IMAGE
Figure 4.6 shows the methodology of iterating the extended version of GTAP with IMAGE. 
Yields in GTAP depend on an exogenous part (the trend component) and an endogenous 
part with relative factor prices (the management component). The production structure 
used in GTAP implies that substitution is possible among the different production fac-
tors. If land prices rise, the producer will substitute land for other production factors 
such as capital and, as a consequence, land productivity (yields) will increase.

The exogenous trend of the yield is taken from Bruinsma (2003) where macro-economic 
prospects are combined with local expert knowledge to produce best-guesses of the 
technological change for each country for the coming 30 years. The FAO data were 
therefore used as exogenous input for a first model run with the adjusted GTAP model. 
However, many studies indicated this change in productivity is enhanced or reduced 
primarily by climate change (Rosenzweig et al., 1995; Parry et al., 2001; Fischer et al., 
2002). Climate change may have a negative impact on global mean crop yields when 
temperature increases above 3 to 4°C compared to pre-industrial levels. Moreover, the 
amount of land expansion or land abandonment will have an additional impact on 
productivity changes, since land productivity is not homogenously distributed over 
each region.

69

economic policy 
global technical progress social development

consumption pattern
international cooperation

sectoral 
technical 
progress

development 
(IMAGE) 

World Vision 
(four scenarios 

story lines) 

Population growth Economic growth 

in agricultural 
products (GTAP) 

production
impact of climate change 
and land conversion 

Methodology of model interaction (iteration) between GTAP and IMAGE 

in/extensification

Social, economic, and environmental consequences 

Land use and 

Demand on and trade 

environmental 

Figure 4.6. Scheme showing the methodology of model interaction (iteration) between GTAP and 
IMAGE.



4   Modelling agricultural trade and food production under different trade policies

70

The output of GTAP used for the iteration with IMAGE comprises sectoral produc-
tion growth rates and the endogenous determined intensification or extensification 
(Figure 4.6). The exogenous assumptions based on FAO (Bruinsma, 2003) are translated 
to IMAGE parameters beforehand (see chapter 5). For crops, the endogenous GTAP 
values are added to the management factor within IMAGE. For pigs and poultry, the 
additional intensification is added to the animal productivity of these commodities. 
For dairy and non-dairy cattle and sheep and goats the additional value is added to 
the grazing intensity.

Subsequently, the IMAGE model calculates the yields, the demand for land and the 
environmental consequences on crop productivity. IMAGE simulates global land-use 
and land-cover changes by reconciling the land-use demand with the land potential. 
Agricultural land is allocated to 0.5 by 0.5 degree grid cells within each world region 
until the total demand for this region is satisfied. The results depend on changes in 
the demand for food and feed and a management factor as computed by GTAP. The 
allocation of land-use types at grid cell level is determined by specific land allocation 
rules like crop productivity, distance to existing agricultural land, distance to water 
bodies and a random factor (Alcamo et al., 1998). This procedure yields the area of ag-
ricultural land needed for each world region and the corresponding changes in yields 
related to the extent and productivity of the land and climate change. These additional 
changes in crop productivity are returned to GTAP (Figure 4.6). A general feature is 
that yields decline if significant land expansion occurs, as the productivity of land last 
taken into production is by definition lower than that of the existing agricultural area. 
When the agricultural land area is close to the potential area, even marginal land may 
be taken into production. In the short term, these factors may even be more important 
than the effects of climate change.

The iteration between GTAP and IMAGE is ended when land-use projections in both 
models are similar. Since GTAP bases its calculations on land-supply curves from IMAGE, 
the amount of iteration needed is limited.

4.3 Scenario analysis

General
The GTAP-IMAGE modelling framework can be used to assess the economic and environ
mental consequences of different scenarios. Recent applications of the modelling frame-
work are published in Eickhout et al. (2004; 2006a,b) and in Van Meijl et al. (2006). 
Here, we discuss a ‘business as usual’ scenario and a variant of this baseline with full 
trade liberalization, which could be one of the outcomes of future trade policies agreed 
upon in the WTO. 

The baseline scenario is based on projections for land-use changes from FAO (Bruinsma, 
2003) and for world energy from IEA (IEA, 2004). The scenario includes autonomous 
developments in demography, economics and technology, and current policies agreed 
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upon in international treaties. The scenario assumes moderate population growth and 
economic development. The global population growth is from 6.1 billion in the year 
2000 to 9 billion in 2050, but with a gradually declining growth rate. Over the same 
period, the global average annual income increases from US$ 5300 to US$ 16,000 per 
capita. The combined effect of population and economic growth represents more than 
a fourfold increase in global GDP in the next half century. Due to structural shifts of 
economies to less energy-intensive sectors and technological improvements leading 
to energy savings, total primary energy consumption increases by just over a factor of 
2 (from 400 to 900 EJ yr-1 in 2050) (EJ, exajoule; 1 EJ = 1018 J). In the baseline, energy 
supply continues to rely on fossil resources (coal, oil and gas) leading to continued 
increase of emissions of greenhouse gases from combustion. Together with emissions 
from land use and other sources, this leads to a rise in global temperature of 1.8°C over 
pre-industrial levels in 2050, which is faster than the observed increase in the last 130 
years. After implementation of the Kyoto Protocol for 2008-2012, no further climate 
mitigation measures are included in the baseline scenario.

In the liberalization variant of the baseline, full trade liberalization is assumed to 
be implemented immediately in 2015. Liberalization of the agricultural market 
is accompanied by high rates of technology transfer; it has an additional effect on 
economic drivers and influences changes of food production, land use, agricultural 
intensification, habitat loss and atmospheric nitrogen deposition. Multilateral 
cooperation on economic issues and successful WTO negotiations are assumed, 
leading to substantial improvements in market access of all countries, a phasing out 
of all forms of export subsidies and substantial reductions in trade-distorting domestic 
support. Hence, a successful agreement on the Doha Development Agenda is assumed, 
comprising the implementation of binding commitments to: (i) substantial improve-
ments in market access; (ii) reductions and eventually phasing out of all forms of export 
subsidies; and (iii) substantial reductions of trade-distorting domestic support.

The baseline and its trade liberalization variant are implemented for the period 2000-
2030. The environmental consequences are focused on land-use change and impacts 
on biodiversity, using the relative mean species abundance (RSA) as a proxy for this 
(Alkemade et al., 2006; Eickhout et al., 2006b). The RSA is determined by an undis-
turbed RSA value for each land use type minus different pressures, causing a decrease 
of this initial RSA. Examples of pressures taken into account are climate change and 
nitrogen deposition. The decrease of the initial RSA due to different pressures is based 
on literature translated into dose-response relationships for each land-use type in each 
region (chapter 10).

Results
Baseline. Consumption of agricultural products lags behind overall economic growth, 
but the combined effect of increasing population and improving diets with higher 
caloric intake, particularly for those in currently undernourished regions, and the shift 
towards more animal products in the diet at higher income levels cause a fast increase 
in agricultural production (Figures 4.7 and 4.8). The agricultural crop production in 
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South and East Asia increases by 70% and livestock production by 65%. The increase 
in livestock products substantially increases the agricultural area, especially in feed 
exporting regions like Sub-Saharan Africa (total crop production increase of 140%) 
and Latin America and Caribbean (increase of 70%). Industrialized regions like Europe 
and North America and Oceania experience a lower increase of production, especially 
Europe (only 10% increase of livestock production; Figure 4.8).

The increase in production is not always reflected directly in the size of agricultural 
land, mainly due to expected increases in agricultural productivity (Figures 4.9 and 
4.10). The increase of both crop and animal production mainly affects the increase of 
arable land at the cost of grassland. For example, in North America and Oceania about 
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450,000 km2 of pastureland is converted to 500,000 km2 of arable land. Only Sub-
Saharan Africa shows a clear increase of the arable land area (of 25%), while grassland 
shows only slight changes. The expansion of arable land takes place mainly in a dry 
climate zone (Alkemade et al., 2006), which is in line with findings of the Millennium 
Ecosystem Assessment (2005). Hence, in most regions where agricultural area is 
projected to increase, there is a trade-off between the environment and economic 
growth. Sub-Saharan Africa is a special case, however. With its low economic growth 
hampering technological improvement in the agricultural sector, the population 
growth rate is high. This combination causes a poor outcome for sustainable devel-
opment indicators, with slow economic growth and a fast increase in environmental 
pressure.
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Table 4.1. Impact of trade liberalization on GDP and biodiversity as proxies for economic and 
environmental consequences, respectively. Relative change in 2030 compared to 2000.

Region Change of RSAa

(%)
GDPb

(%)

Sub-Saharan Africa -3.7 5.0
North Africa -0.2 17.0
South & East Asia -0.3 2.0
West Asia -0.7 0.2
Latin America & Caribbean -5.4 2.0
North America 1.4 0.0
Europe 4.2 0.2
Former USSR -0.1 0.4
Oceania -0.1 0.6
a RSA, relative mean species abundance in total area compared to potential mean species 
abundance of the total area in pristine or undisturbed state.
b Cumulative percentage changes from the baseline in 2030.

Trade liberalization variant. Trade liberalization is beneficial for economic growth 
(Table 4.1). Developing regions benefit especially from free trade in agricultural prod-
ucts. According to our analysis, the world economy will experience a growth of 1% yr-1 
in 2030, with a faster growth in industrialized countries. Liberalization of the agricul-
tural market has by far the strongest effect in Latin America. Liberalization induces a 
boost in ‘south-south-trade’ in agricultural products, driven by low production costs 
and an ample supply of productive land. In Latin America there is a strong expansion 
of agriculture, and the area of arable land and grassland combined grows by 10% in 
2030 compared to 2000, in contrast to the decrease of 7% in the baseline scenario 
(Figure 4.11). The main habitats affected by land conversion are tropical dry and rain 
forest (inducing deforestation), and grassland and savannah areas.

In Sub-Saharan Africa, liberalization leads to a significant further reduction of the re-
maining biodiversity (species abundance decreases by 3.7%; Table 4.1), mainly in tropical 
forest, grassland and savanna regions. The negative biodiversity effect of liberalization 
is smaller than in Latin America. In absolute terms, shifts in global agricultural 
production are small, given the modest role that Africa plays in world trade. In relative 
terms the region highly benefits from trade liberalization, with a GDP increase of 5% 
yr-1 above the baseline values in 2030.

The largest positive effect on biodiversity is in Europe (species abundance increases 
by 4.2%, Table 4.1). Lifting trade regulations implies that other players on the interna-
tional market can improve their position at the expense of Europe. North America and 
Oceania can benefit more from trade liberalization due to lower land prices and more 
potentially available land (mainly in Oceania through its intensification of livestock 
production systems). The abandoned land in Europe is slowly returning to a natural 
state with a higher biodiversity value (Table 4.1), particularly in Mediterranean forests, 
woodland, shrub and temperate forest areas. The global decrease in agricultural land 
use seen in the baseline is now reversed, as the opening up of global markets induces a 
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shift of agricultural production to low-production regions like Latin America and Sub-
Saharan Africa. Lifting trade regulations allows these regions to capture a larger share 
of the world market, capitalizing on lower production cost structures and availability 
of productive land. However, the total agricultural area is increasing due to lower 
yields in these new producing regions compared to the high yields in regions where 
agricultural production diminishes due to trade liberalization, like Europe. Summar
izing, our liberalization scenario suggests that the environment pays the price for the 
economic growth due to trade liberalization.

The liberalization option is rather extreme in assuming that all barriers of agricultural 
products to free trade are abolished simultaneously. In reality, such agreements are in-
troduced with delays, exemptions and special conditions, leading to more gradual and 
partial shifts. Differences in wages and land rents that drive the observed shift from 
North to South tend to decrease as time elapses. The effects will therefore never mate-
rialize to the full extent reported here. Moreover, the WTO rules allow for interventions 
in trade under certain conditions, including environmental impacts and regulations. 
Altogether, this means that the negative effects of liberalization are probably smaller, 
as the process will take place along smoother paths. This will result in a less dramatic 
effect on land use, production shifts and biodiversity decline.

4.4 	 Concluding remarks

The model coupling of the economic model GTAP with the IMAGE model for the global 
environment allows analysis of the consequences of specific trade policies both on 
the economic and the environmental side. Moreover, by combining GTAP and IMAGE 
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Figure 4.11. Change in agricultural land area between 2000 and 2030 in the baseline scenario 
and the liberalization variant (in %).
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we use the strengths of both models: the economic model determines the amount of 
goods traded between regions and the total change in food supply and demand; the 
environmental model allocates the desired land using detailed information on soil 
quality and atmospheric conditions, resulting in spatially explicit environmental con-
sequences which are communicated to the economic model on an aggregated level.

However, the coupling of models which differ so widely in their basic concepts (eco-
nomic land value in dollars versus the biophysical model with production in tons per 
unit of land area in square kilometres) is not a trivial matter. A thorough analysis and 
testing period is needed before detailed conclusions on the effectiveness of proposed 
trade policies can be drawn. However, the new IMAGE 2.4 approach presented in this 
chapter is a major improvement to the simple model for demand and trade in IMAGE 
2.2 (Strengers, 2001).

It is clear that in many parts of the world there is a trade-off between biodiversity and 
economic growth. In the case of trade liberalization, higher economic growth comes 
at the expense of global biodiversity. However, on the regional, national and local 
scale the outcome may be different. Trade liberalization has a negative impact on the 
environment in the short term, mainly for land-use changes as shown here, but also 
on other environmental aspects like emissions of reactive nitrogen (see chapter 8). To 
what extent the economic growth will lead to a transition in demographics (chapter 
2) and therefore in both economic and environmental consequences remains an area 
for further research.  
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5 	 Modelling livestock-crop-land use 
interactions in global agricultural 
production systems

•	 Livestock production systems in earlier versions of IMAGE were described by an 
aggregated, region-specific ‘management factor’ for grassland, representing the 
mean animal density for all grassland. In large world regions, however, ‘grassland’ 
ranges from arid and semi-arid marginal lands to highly productive grassland. A 
more detailed description of animal production systems was needed to include 
this spatial variability in grazing systems, and to address the rapid development of 
intensive ruminant production on managed grassland and the rapidly increasing 
use of various feedstuffs.

•	 IMAGE 2.4 includes a model for describing pastoral and mixed/landless (industrial) 
livestock production systems. Pastoral systems rely mainly on grazing by ruminants, 
whereas mixed/landless systems have integrated crop and livestock production in 
which animal diets consist of a mix of several feedstuffs. In these mixed/landless sys-
tems the by-products of one activity (crop by-products, crop residues and manure) 
serve as inputs for another.

•	 Total feed requirement and its composition are, in the new approach, calculated 
separately for both types of production systems. The IMAGE 2.4 model allows for a 
geographically explicit calculation of the land areas, including grassland and arable 
land, needed for the production of the various feed resources, and the calculation 
of animal densities on the basis of changing demand and transformations in the 
livestock production systems.

5.1 	 Introduction

The world population can increase from about 6 billion inhabitants to 8.2 to 9.3 billion 
between now and 2030 (Nakicenovic et al., 2000). Food production will have to increase 
to meet the increasing population-induced demand, while increasing prosperity and 
falling production costs may see dietary patterns shifting towards a higher share of 
meat and milk. The decrease in costs of animal products is related to the increasing 
share of production of particularly white meat in efficient mixed and landless produc-
tion systems, and the decreasing importance of traditional pastoral systems (Delgado 
et al., 1999).

There is major concern about the potential of the global agricultural system to expand 
its production and the environmental consequences of such expansion for many 
reasons. One of these is that increasing livestock production may lead to expansion 
of grazing land and particularly arable land for the production of crops for feeding 
animals; this may occur at the cost of natural vegetation. Most of the current arable 
land expansion is needed for increasing the production of animal feedstuffs (Bouwman 
et al., 2006). The second is that ruminants release large amounts of methane formed 
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during enteric fermentation; the animal excreta are sources of ammonia, methane, 
nitrous oxide and nitric oxide. Thirdly, on a more local scale the production of odour 
and leaching of nitrate to groundwater are major problems. Fourthly, a significant part 
of grazing land used for ruminants may consist of marginal unproductive grassland 
with low carrying capacity and a high risk of land degradation due to overgrazing, 
especially in the arid and semi-arid tropics and sub-tropics (Seré and Steinfeld, 1996; 
Delgado et al., 1999). Loss of productivity in such areas may be compensated for by 
expansion of the agricultural area by forest clearing.

Livestock production systems differ in their ability to respond to increasing demand 
for livestock products. Generally, poultry and pork (white meat) production systems 
respond quickly to increasing demand, since they are commonly industrial with fast 
reproduction cycles and adaptable feeding systems, with higher conversion efficiency 
than in ruminant production. The production of red meat (beef, mutton and goat 
meat) has longer reproduction cycles, a relatively low feed conversion efficiency and 
generally a lower degree of specialization than white meat production. Therefore, 
transformations in red meat production systems are slower than in pork and poultry 
production systems (Seré and Steinfeld, 1996).

The response of traditional mixed livestock production systems to increasing demand 
is slower than that of modern poultry and pork production systems. This is mainly 
because livestock has other economic and cultural functions within the traditional 
farm system than meat and milk production alone. Traditional mixed systems have 
therefore been unable to increase their production sufficiently in the past decades. 
As a consequence, the supply of modern livestock production systems is increasing 
with larger shares of poultry and pork, particularly in developing countries (Bruinsma, 
2003).

For developing scenarios it is therefore necessary to consider the interactions between 
crop and livestock production and to understand the consequences of changing live-
stock production for food crop production and arable land use. IMAGE 2.4 includes a 
model for describing two aggregated livestock production systems, pastoral systems, 
and mixed and landless (industrial) systems. Pastoral systems rely mainly on grazing 
by ruminants, whereas mixed and landless systems have integrated crop and livestock 
production in which animal rations consist of a mix of several feedstuffs, including 
food crops, crop by-products, grass, fodder crops and crop residues. In these mixed 
(and landless) systems the by-products of one activity (crop by-products, crop residues, 
and manure) serve as inputs for another.

The two-system approach was an improvement on IMAGE 2.2 (IMAGE-team, 2001), 
which was considered as one aggregated livestock production system. The main 
problem in IMAGE 2.2 was the aggregated ‘management factor’ for grassland, 
representing the mean animal density for large world regions for a wide range of 
grasslands ranging from marginal ones in semi-deserts to highly productive grass-
land. With this aggregated management factor it was difficult to describe the fast 
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development of landless and intensive mixed ruminant production on managed grass-
land. Scenarios for agriculture often yielded unrealistic expansion of grazing areas in 
different parts of the world.

By taking into account different feed efficiencies, both the total feed requirement 
and its composition are calculated in the new approach for both production systems. 
The IMAGE 2.4 model allows for geographically explicit calculation of the land areas, 
including grassland and arable land needed for the production of the various feed 
resources, and animal densities on the basis of changing demand and transformations 
in the livestock production systems. The new livestock production model is described in 
detail elsewhere (Bouwman et al., 2005; Bouwman et al., 2006; Eickhout et al., 2006).

In this chapter we will briefly describe the new approach for simulating livestock 
production systems and illustrate the model with results for one scenario. Model 
components for assessing environmental impacts of the livestock-crop-land use inter
actions are presented in chapter 8.

5.2. Data and methods

General
In contrast to IMAGE 2.2, where the livestock production sector was treated as one 
aggregated system, IMAGE 2.4 distinguishes two livestock production systems, i.e. 
pastoral systems, and mixed and landless systems. Landless production is included in 
mixed and landless systems, because it has the same interrelations (food crops, fodder, 
manure, etc.) with crop and grass production systems as mixed livestock production.

For the period 1970-2000 we used the standard IMAGE 2.4 historical calculations for 
agricultural production. To illustrate the model, we present scenario calculations after 
2000 up to 2030 based on the IPCC Special Report on Emission Scenarios (Nakicenovic 
et al., 2000) and the B2 scenario for GDP as implemented in the IMAGE 2.2 model 
(IMAGE-team, 2001). This is combined with projections for food demand and produc-
tion from Bruinsma (2003). The B2-GDP scenario, similar to that of Bruinsma (2003), 
was used to achieve consistency with simulations of the energy and industry sectors 
and climate change.

Livestock production
Livestock production data for the 1970-2000 historical period in IMAGE are based on 
data on production, use and trade of meat, milk, eggs and other products. This applies 
to the various animal categories for individual countries from FAO, 2005, hereafter 
referred to as FAOSTAT data.

We use FAOSTAT country data on production for the complete stock of animals in each 
category, including productive and non-productive animals in different age classes. To 
simplify matters, the IMAGE model considers small ruminants (sheep and goats) as one 
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group of animals, while meat from buffaloes is included in the beef cattle category, 
and milk from buffaloe is included in dairy cattle. Poultry production includes meat 
and eggs. The FAOSTAT country data are aggregated to the level of 24 world regions 
used in IMAGE 2.4. The distribution of the animals and production of meat and milk in 
different production systems for the 1970-2000 period was based on Seré and Steinfeld 
(1996) as described in Bouwman et al. (2005).

Projections for livestock production for individual countries were taken from Bruinsma 
(2003); these comprised total production of meat for beef cattle and buffaloes, and 
milk for dairy cattle and buffaloes, along with meat production for small ruminants, 
pigs and poultry, as well as milk production per animal and off-take rates for meat pro-
duction. For crop production we used country data on yields, harvested areas and crop-
ping intensities from Bruinsma (2003). All these data were aggregated from the coun-
try scale to the level of 24 world regions to be used in the IMAGE 2.4 model. For the 
development of the distribution of the production over the two production systems we 
assumed a continuation of trends in the development of mixed and pastoral systems 
observed in the past three decades by Seré and Steinfeld (1996).
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Figure 5.1. Scheme showing the distribution of livestock production over mixed landless and 
pastoral systems, the calculation of the number of animals from the milk production per animal 
for diary cattle, and carcass weight and off-take rate for beef cattle, and sheep and goats, feed 
conversion efficiency, composition of feed, and finally total feed crop, residue consumption and 
area of grassland via the grazing intensity.
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The number of animals is calculated from milk production per animal for dairy cattle 
and carcass weight and off-take rate for beef cattle and small ruminants (Figure 5.1).

Feed requirements
The net energy requirements for dairy cattle are divided into maintenance, grazing, 
lactation and pregnancy. The energy requirement for feeding of cattle is obtained 
from the fraction of grass in the diet, assuming that this corresponds to the time spent 
in pastures, and the fraction of the maintenance requirement. The energy required for 
lactation is calculated from the milk production and fat content of the milk. The energy 
required during pregnancy depends on the weight of the calf and the gestation period. 
In livestock production systems with a low productivity, the share of maintenance is 
dominant, while in high-production systems the energy requirement for lactation is 
generally about equal to the maintenance. The feed requirements for the year 2000 
for small ruminants was based on estimates presented by de Haan (1999) for different 
production systems and agro-ecosystems. We assumed that their feed requirement in 
pastoral, and mixed and landless, systems for the historical period was proportional to 
that of non-dairy cattle in the corresponding systems. Feed intake for pigs and poultry 
is similar to that used in IMAGE 2.2 (IMAGE-team, 2001). More details can be found in 
Bouwman et al. (2005).

In scenarios the feed conversion efficiency for cattle also depends on animal productiv-
ity, which, in turn, is related to GDP. For the other animal categories the feed conversion 
rates (kg feed per kg of product) depend directly on the economic development as 
expressed by the per capita GDP with minimum values equal to the current Western 
European value for pigs and poultry and the value for North Africa for the small ruminants 
in mixed and landless systems. The feed conversion of small ruminants in pastoral sys-
tems is assumed not to change. The general idea is that rising incomes induce rapidly 
increasing demand for meat and milk, motivating livestock holders to produce more at 
lower cost, mainly in modern mixed and intensive livestock production systems.

Five feed categories are distinguished (Figure 5.1): (i) grass, including hay and silage 
grass; (ii) food crops and by-products (such as cakes remaining after vegetable oil 
extraction); (iii) crop residues and fodder crops such as fodder maize, and beet and 
alfalfa (fodder crops can not be distinguished as a separate group, because FAOSTAT 
provides no data on their production and harvested areas); (iv) animal products (mainly 
milk); and (v) scavenging, including road-side grazing, household wastes, feedstuffs 
from backyard farming, etc. For the period 1970-2000 we used the FAOSTAT data on 
feed use of crops, crop by-products and animal products (mainly milk products).

Pigs and poultry feed purely on food crops, crop by-products, and residues and fodder 
crops. We assumed that in developing countries pigs and poultry consume 40-60% crop 
residues and fodder crops, the complement being food crops and crop by-products. In 
developed countries with a higher proportion of industrial production and less back-
yard monogastric production, pigs and poultry consume 60-75% food crops and crop 
by-products, with the complement consisting of crop residues and fodder crops.
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A number of assumptions were made on the other types of feed used for ruminants. In 
pastoral ruminant production systems grass makes up close to 100% of the feed, except 
for most developing regions where scavenging is assumed to contribute 5%, and South 
and Southeast Asia where scavenging is a large fraction of total feed. In pastoral mut-
ton and goat-meat production systems grass also makes up 100% of the feed, except 
for most developing countries where scavenging is assumed to contribute 5-10%, and 
India, where scavenging constitutes 50% of the feed resource. For mixed and landless 
production systems the contribution of food crops, and residues and fodder is much 
higher than in the pastoral systems.

The production for each animal category and the feed efficiency are used to calculate 
total feed demand (Figure 5.1). Based on the ration for each animal category including 
the five feed categories listed above, IMAGE 2.4 computes the total demand for food 
crops, which is added to human demand yielding total demand (Figure 5.1). Demand 
for crop residues is compared with the availability of crop residues based on the crop 
yields and the harvest index (ratio straw : harvested product) to prevent overestima-
tion of this feed resource. The demand for grass is translated into the required area of 
grassland using the grazing intensity (see section 2.4).

For the years after 2000 we use the same feed composition for each animal category 
and production system. This is so that changes in total production, feed efficiency of 
the different animal categories and the gradual trend to more production in mixed and 
landless systems will lead to changes in the total demand for the five feed categories.

Land use
IMAGE 2.4 distinguishes three agricultural land-cover types: (i) agricultural land, in-
cluding cropland and grassland with a potential productivity of more than 10% of 
global maximum productivity under crop-specific optimal climate and soil conditions; 
(ii) marginal grassland with a potential productivity of less than 10% of the theoretical 
world maximum and (iii) land for bioenergy (new in IMAGE 2.4; see chapter 7). IMAGE 
2.4 uses a new base map based on satellite data and statistical information for the 
distribution of agricultural land as discussed in chapter 6.

IMAGE 2.4 allocates grassland and seven different crops (rainfed and irrigated) on the 
land-cover type agricultural land, and four energy crop types on the land for bioenergy 
using data on the domestic production, yields and cropping intensity for the 24 world 
regions. The allocation procedure for grassland and crops is presented in detail in 
Alcamo et al. (1998). Here a brief outline is given. Expansion and abandonment of 
agricultural land is based on a number of rules founded on the land’s suitability, dis-
tance to existing agricultural areas, urban areas, rivers and a random factor. Land 
suitability is based on climate and soil characteristics using the Agro-Ecological Zones 
(FAO, 1978-1981) approach for modelling productivity of crops and grass (IMAGE-team, 
2001). The allocation of energy crops on the land-cover type land for bioenergy is per-
formed according a comparable approach. The demand for energy crops comes from 
the energy model TIMER (see chapter 3). TIMER simulates the energy mix on the basis 
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of energy prices, which, for bioenergy, is based on potential crop productivities from 
IMAGE (Hoogwijk et al., 2004). Further details on the energy model and the choice 
of energy carriers, including energy crops, is given in chapter 3 and Van Vuuren et 
al. (2006). The areas of arable land (including permanent crops) and grassland are 
calibrated with FAOSTAT information using data on actual crop yields at the level of 
world regions. 

In IMAGE 2.4 the areas of grassland are further subdivided into mixed and landless 
systems, and pastoral systems (including the marginal grassland). Mixed and landless 
systems are assumed to occur in mosaics with arable land, while grid cells with pas-
toral systems have less arable land (arable land is absent in the grid cells covered by 
marginal grassland). This is to ensure that the production of crops for feeding animals 
and possibilities for disposal of animal waste as manure, required in mixed and land-
less systems, are available at a short distance. The fraction of arable land in cells with 
mixed and landless production systems varies from one world region to another (Table 
5.1). The rest of all the grassland, including the low-production grassland, is assigned 
to the pastoral systems (Figure 5.2). In spite of the loss of spatial information noted 
above, the new land-cover map offers a number of advantages in comparison with 
the land-cover map in previous IMAGE versions (IMAGE-team, 2001), especially with 
regard to the allocation of low-production grassland in arid and semi-arid climates, for 
example, in China, Australia and the U.S.A.

Seré and Steinfeld (1996) assigned grassland for countries as a whole to mixed livestock 
production systems where arable land (on country scale) comprises more than 15% of 
the total agricultural area. On the global scale this approach yields 1241 Mha of grass-
land in mixed systems.

With our definition based on grid cells (Table 5.1) the global area of grassland in mixed 
systems of 522 Mha is much smaller than the area estimated by Seré and Steinfeld 
(1996). In the IMAGE model grid cells dominated by arable land generally have a 
higher net primary productivity than grassland-dominated cells. With our approach 
we obtain higher, but not unrealistic, animal densities and grass consumption in mixed 
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Table 5.1. Percentage of grid cells covered by arable land in mixed and landless ruminant livestock 
production systems for different world regions in IMAGE 2.4.

World region Arable land (%)

Southern Africa >25
Canada >35
USA, Central America, West Africa, Eastern Europe1, former USSR1,  
Middle East, Oceania

>50

South America, Northern + Eastern Africa, South, East, Southeast Asia, Japan >65
Western Europe2 -
1 Pastoral grassland in Eastern Europe and the former USSR are assumed to be semi-natural.
2 In Western Europe all grassland is assumed to be in mixed and landless systems.
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and landless systems than in pastoral systems. On the basis of larger grassland areas for 
the mixed and landless systems, the animal densities would have been too low com-
pared to those for the pastoral grassland.

We use the grazing intensity for each production system (Figure 5.1), defined as the 
ratio between the calculated grass consumption and the net primary production (NPP), 
to obtain the estimates of grassland areas and their spatial distribution for scenarios. 
NPP is generated by the IMAGE model on the basis of climate and soil conditions for 
each year. By comparing the grazing intensity and the stocking rates, the number of 
animals in each system, as well as the feeding rations, can be attuned to come to real-
istic distributions.

In general the grazing intensity and animal density of ruminants is lower in pastoral 
systems than in mixed grazing systems (Figure 5.3). For future projections the grazing 
intensity in pastoral systems is assumed not to change much, except where the pres-
sure induced by population growth leads to higher stocking rates and possibly land 
degradation. In mixed and landless systems the grazing intensity can increase to high 
values based on more favourable climatic and soil conditions. Increasing stocking rates 
in mixed systems is accompanied by improved management, use of grass-clover mix-
tures for improving the nitrogen supply, and fertilizer inputs (see chapter 8).
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Distribution of crop and livestock production systems for 2000 on a 0.5 x 0.5 degree grid

System

Mixed

Pastoral

Marginal

Other

Figure 5.2. Distribution with 0.5 by 0.5 degree resolution of crop and livestock production systems 
for 2000.
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5.3 Results and discussion

Changes in demand and production
Changes in the demand for agricultural products is largely determined by population 
growth and changing human diets. According to the population projection used in this 
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Animal densities for ruminants in 2000

Pastoral systems 

Livestock unit 

0 

0 - 0.25 

0.25 - 0.50 

0.50 - 1.00 

1.00 - 1.50 

1.50 - 2.00 

> 2.00 

Mixed systems 

Figure 5.3. Animal density for ruminants in livestock units for pastoral (top panel) and mixed 
systems (bottom panel) for the year 2000. A livestock unit is defined here on the basis of N excre-
tion rates, whereby a dairy cow is 1 livestock unit, a non-dairy cow 0.5 to 0.67, and a goat 0.08 
to 0.17 livestock units.
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chapter, the world population growth will gradually slow down from 1.5% yr-1 during 
the late 1990s to 1.2% yr-1 up to 2015 and 0.9% yr-1 between 2015 and 2030, reaching a 
world total of 8270 million inhabitants in 2030. However, in developing countries the 
population growth will slow down from the 1.7% yr-1 during the late 1990s to 1.1% yr-1 
between 2015 and 2030. In industrialized countries the growth rate will decrease from 
the current 0.7% yr-1 to 0.2% yr-1, while the projected growth in transition countries 
(Eastern Europe and the former USSR) will be negative in the coming three decades 
(between -0.2 and –0.3% yr-1). The projected growth of per capita gross domestic pro
duct (GDP) is particularly high in developing and transition countries (4 and 4.1% yr-1 
for the coming three decades, respectively), and somewhat lower for industrial coun-
tries (2.7% yr-1).

Per capita meat consumption will show a strong world-wide increase (25% between 
the late 1990s and 2030), with very fast growth in developing and transition countries 
(42 and 33%, respectively). Although the annual meat consumption of 88 kg of meat 
per person in industrialized countries is much higher than in developed countries, a 
further increase of 14% is projected.

As a result of the changing demand, the production of all livestock products strongly 
increased between 1970 and 2000, with a higher growth of pork and poultry meat 
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Figure 5.4. Total production of ruminant meat (cattle, sheep and goats) (left panel), milk (middle 
panel) for pastoral (PAST), mixed, and landless production systems (MIX), and production of 
poultry and pork (right panel) for developing, industrialized and transition countries for 1970, 
2000 and 2030.
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than of beef, sheep and goat meat (Figure 5.4). Between 1970 and 2000 the global 
annual beef production increased by 20 Tg yr-1. About 70% of this gain was achieved in 
the mixed and landless systems. For milk, 88% of the total increase of 182 Tg yr-1 was 
achieved in mixed and landless systems, while for mutton and goat meat this was 64% 
of the 4 Tg yr-1 production growth.

In the same period, the productivity of all animal categories increased, most strongly 
in mixed and landless systems (Figure 5.5). Farmers not only increased the productivity 
per animal, but also achieved important increases in the productivity per hectare of 
grassland (Figure 5.6), particularly in the mixed and landless systems.

In the coming three decades the production of pork and poultry is likely to increase 
more strongly than that of ruminant meat. White meat production in the developing 
countries is projected to grow from 124 to 251 Tg yr-1, while ruminant meat produc-
tion increases from 17 to 27 Tg yr-1 in pastoral systems, and from 20 to 43 Tg yr-1 in 
mixed and landless systems (Figure 5.4). The growth of white meat production in the 
industrialized countries (75 to 98 Tg yr-1) will slow down somewhat compared to the 
1970-2000 period, while the ruminant meat production in pastoral systems will not 
change substantially, while the production in mixed and landless systems will increase 
only slightly from 23 to 25 Tg yr-1 between 2000 and 2030. In the transition countries 
the ruminant meat production will increase from 5 to 6 Tg yr-1 and that of white meat 
from 16 to 20 Tg yr-1 in mixed and landless systems (Figure 5.4).
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Figure 5.5. Annual meat (left panel) and milk (right panel) production per animal for pastoral 
(PAST), and mixed and landless, production (MIX) systems for all ruminants in developing, indus-
trialized and transition countries for 1970, 2000 and 2030.
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The growth in the production of milk shows similar changes. As in the 1970-2000 
period in the developing countries, milk production will slowly increase in pastoral 
systems in the coming three decades (27 to 42 Tg yr-1). The increase in mixed and land-
less systems will increase much faster in the coming three decades (193 to 406 Tg yr-1) 
than in the period 1970-2000 (59 to 193 Tg yr-1). In the industrialized countries the 
milk production in pastoral systems is insignificant compared to that in the mixed and 
landless systems, where the production increased from 189 Tg yr-1 (1970) to 231 (2000) 
and will increase further to 269 Tg yr-1 in the coming three decades. The changes in 
milk production over the whole period 1970-2030 in the transition countries are only 
minor. The development of the productivity of animals and the production per hectare 
in the coming three decades shows a continuation of the development in the period 
1970-2000 (Figures 5.5 and 5.6).

Changes in feed use
Ruminant production (cattle, buffaloes, sheep and goats) takes place under very di-
verse conditions. There is, however, a general tendency towards intensification to meet 
the increasing demand for livestock products. In general, this intensification is ac-
companied by decreasing dependence on open-range feeding and increasing use of 
concentrate feeds, mainly feed grains, to supplement other fodder.
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The calculated total feed intake shows large differences between regions. In both 
monogastric and ruminant systems increasing overall feed conversion efficiencies have 
been achieved (Figure 5.7) by improved and balanced feeding practices and increased 
production per animal as a result of increasing carcass weight, off-take rates and milk 
production per animal (Bouwman et al., 2005). In addition, the use of animal traction, 
providing draft power for about 28% of the world’s arable land (Delgado et al., 1999), 
has decreased in recent decades (Bruinsma, 2003), leading to important decreases in 
the feed energy requirements, for example, in East Asia.

The current use of feed for the different categories was compared and calibrated as 
far as possible by Bouwman et al. (2005) with estimates from the literature for various 
countries and world regions. These include the  U.S.A., Canada, Western Europe, former 
U.S.S.R. and Eastern Europe, China, India, North Africa and the Middle East,  along with 
the global feed crop use by animal category. Our results indicate an increase in the 
feed use for ruminants, and pigs and poultry, of 44% for all feed categories between 
1970 and 2000, and another 41% between 2000 and 2030. Total use of food crops for 
pigs and poultry will increase by 51%, while the increase for cattle is 27%. Total grass 
consumption will increase by about 30% between 2000 and 2030 (Figure 5.8).

Changes in land use
Most of the world’s ruminant production comes from only one-sixth of the global area 
of grassland (~3400 Mha in the year 2000), while pastoral systems cover 85% Mha, 
while including ~978 Mha of semi-natural or marginal land used for nomadic grazing 
(Figure 5.2 and Table 5.2).
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Figure 5.7. Feed conversion for total ruminant production in developing, transition and industri-
alized countries for 1970, 2000 and 2030.
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Changes in the distribution of ruminant production in pastoral, and mixed, and 
landless production systems have led to small changes in the grassland area between 
1970 and 2000 (Table 5.2). This is because the increase in ruminant meat and milk 
production during the past three decades has primarily been achieved by increasing 
the production in mixed and landless production systems and much less so in pastoral 
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Figure 5.8. Global feed use by category for total livestock production (including monogastric 
production) for 1970, 2000 and 2030.

Table 5.2. Distribution of grassland in mixed and pastoral systems, total grassland, and arable land 
for 1970, 2000 and 2030 for the developing, industrialized and transition countries (former Soviet 
Union and Eastern Europe).

Type Developing Industrialized Transition World
(Mha)

1970

Mixed grassland 214 101 225 540
Pastoral grasslanda 576 255 1839 2670
Total grassland 790 356 2064 3210
Arable 389 289 712 1390

2000

Mixed grassland 202 59 240 501
Pastoral grasslanda 514 300 1969 2783
Total grassland 716 359 2209 3284
Arable 370 250 889 1510

2030

Mixed grassland 186 69 268 523
Pastoral grasslanda 526 275 1968 2769
Total grassland 712 343 2236 3292
Arable 363 247 983 1593
a Including marginal grassland
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systems. Despite the fast increase of 40% in ruminant production in the period 1970-
2000, the global area of grassland increased by only 2% in the same period.

Only slight changes in the global extent of grassland in mixed, and landless and pas-
toral, systems are projected for the period 2000 to 2030, which is consistent with the 
trends in recent decades. In many industrialized regions, the extent of grassland in 
the mixed and landless systems shows a slight decrease, while grassland is expanding 
in some developing regions. This implies that increased grass consumption will come 
from intensification, as illustrated by increasing production per hectare (Figure 5.6). 
The considerable increase of about 30% in grassland production can only be achieved 
by increasing inputs of fertilizers, use of grass-clover mixtures and improved manage-
ment (Bouwman et al., 2005).

The global arable land area increased by 9% (1410 to 1532 Mha) between 1970 and 
2000 (FAO, 2005). Since the arable land areas slightly decreased during this period in 
the industrialized and transition countries, there has been a considerable expansion 
in the developing countries. According to the projection used, the global arable land 
area will increase by 8% between 2000 and 2030 (Table 5.2). While in industrialized 
countries the arable land area increases only slightly during this period, there will be 
a major expansion by 12% in the developing countries.

The global increase in food production between 1998 and 2030 calculated from data 
provided by Bruinsma (2003) is about 1600 Tg yr-1 (in dry matter). The contribution of 
yield increase to the total growth of production is about 70% (Bruinsma, 2003). Hence, 
crop yield increase alone would be sufficient to produce the extra amount of 1200 Tg 
yr-1 (in dry matter) of crops for direct human consumption. The remaining production 
increase of 300-400 Tg yr-1 (in dry matter) equals the increase in production of food 
crops used to feed animals. This implies that most of the projected arable land expan-
sion is needed for increasing the production of animal feedstuffs.

5.4 	 Concluding remarks

The IMAGE 2.4 approach to describing two livestock production systems represents 
an improvement of the aggregated description of one single production system in 
several ways. One is the disaggregation of livestock production into two broad systems, 
which enables us to estimate the use of different feedstuffs and the livestock-crop-land 
use interactions better. Secondly, we are now better able to describe the production 
parameters and processes in each system, which enables the model to simulate future 
areas of grassland that are in line with historical data and  expectations. The extensively 
used pastoral grassland, forming the major part of global grassland areas, shows slight 
and only gradual changes. The area of intensively used grassland in mixed and land-
less systems also shows only gradual changes in area. However, the production charac-
teristics change, with trends towards intensification, and integration of a growing part 
of ruminant production in mixed crop and livestock production systems. Thirdly, the 
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different feedstuffs have different methane conversion rates in enteric fermentation 
and thus allow for better estimations of methane emissions. Finally, our approach al-
lows for estimating the amounts of animal manure produced in both systems based 
on the production characteristics and for spatially distributing the amounts of animal 
manure excreted during grazing. Furthermore, it allows for stored manure available 
for spreading in crop systems, as well as the resulting gas emissions to air and leaching 
losses of nitrate (see chapter 8).

However, a number of links between IMAGE model parts still need to be established. 
One is a consistent approach for crop residues to prevent conflicts between the different 
uses of residues (feed, fuel, incorporation, burning). A second is the use of fodder crops 
for which no consistent global data are available, and the link with the crop growth 
modelling and land allocation in IMAGE. These crops are important feed resources 
in many countries, and also need to be included for establishing surface nutrient 
balances, as discussed in chapter 8. A third is the production of a large number of crops 
including many fruits and vegetables, stimulants, sugar, fibre crops, cocoa, rubber and 
cotton. These crops are not included in the seven broad crop groups distinguished in 
the current IMAGE components for crop growth modelling and land allocation. About 
20% of the animal feed comes from these crops and they play an important role in 
nutrient cycling in agro-ecosystems (see chapter 8).

A further improvement is the explicit description of landless livestock production sys-
tems. In these systems the characteristics of the production may differ significantly 
from those in land-based mixed systems.

We assumed that only small changes in the global grassland area will occur in the 
coming three decades, which is a continuation of trends in the past decades. This as-
sumption is based on a decreasing dependence of ruminant production on grassland 
resources, and an increasing importance of food crops and other feedstuffs. If grassland 
areas do not expand in the near future, the required increase in grassland productivity 
of about 30% for the scenario analyzed will have to come from increasing inputs of fer-
tilizers, grass-clover mixtures and improved management. Further in-depth research 
and model development on this issue is needed when combining local production 
characteristics with environmental and socio-economic information to evaluate the 
biophysical and economic viability of intensification of grassland use.
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6 	 HYDE 3: current and historical population 
and land cover

•	 As a result of the dramatic increase in world population during the last three cen-
turies, global areas of cropland and grassland have expanded rapidly; this has 
contributed significantly to cumulative carbon dioxide increase in the atmosphere 
and loss of vast areas of natural ecosystems and biodiversity. However, the few exist-
ing historical, gridded land-cover inventories disagree about the areas of grassland 
and cropland, as well as their spatial distribution. 

•	 HYDE version 3 includes updated historical land-use data, more spatial detail and 
new time-dependent allocation procedures based on the land’s attractiveness for 
agricultural production. For the allocation of cropland we use newly developed 
time-dependent weighting maps based on population density, the land’s suitability 
for crop production and the distance to rivers. For allocating grassland we use 
weighting maps based on population density and the natural vegetation type (to 
mimic the use of natural grassland types). In comparison with HYDE 2, this resulted 
in a more realistic distribution of agricultural land in many parts of the world.

•	 The HYDE 3 database and grid-based inventory of historical land use can be used 
as a tool to analyze historical population and land-use changes, and their conse-
quences for the global carbon cycle and the Earth system.

6.1 	 Introduction

People have been altering the global landscape for a long time. Historical changes 
in land use, primarily deforestation, have contributed considerably to the cumulative 
carbon dioxide (CO2) increase in the atmosphere. However, estimates of historical CO2 
emissions from deforestation are uncertain (Ruddiman, 2003). Several recent studies 
(e.g. DeFries et al., 1999; McGuire et al., 2001; Pacala, 2001; Houghton, 1999; 2003) in-
dicate that land-use change is an important source of CO2 causing global emissions of 
2 ± 0.8 Pg yr-1 (Pg, petagram; 1 Pg = 1015g) of carbon (C) for the 1980s and 2.2 ± 0.8 Pg 
yr-1 for the 1990s, which is roughly one-fifth of the total anthropogenic CO2 emission 
(IPCC, 2001). IPCC (2001) concluded that in order to close the global carbon budget 
there must be a ‘missing’ biospheric sink of carbon, but it is still uncertain in which 
ecosystems this C uptake occurs.

There are many ways in which land-cover change can affect climate. For example, 
albedo (Hansen et al., 1998; Betts, 2001) and evapotranspiration may be altered when 
natural vegetation is converted to cropland or grassland (see chapter 9). One of the first 
studies showing the importance of incorporating land use in global climate models 
was that of Wilson and Henderson-Sellers (1985), who had developed a global archive 
of soil and land-cover data for use in Global Circulation Models (GCM).
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Recently, a new generation of dynamic, simplified GCMs has emerged; these GCMs 
were used to study the historical C cycle as affected by land cover (Betts, 2001; Chase et 
al., 2000; Pitman and Zhao, 2000; Bertrand et al., 2002; Pitman, 2003; Matthews et al., 
2003; 2004; Feddema et al., 2005; Brovkin et al., 2006). Brovkin et al. (2006) compared 
six earth system models of intermediate complexity for simulating the bio-geophysical 
effects of historical land-cover changes. Such models allow for evaluating the transient 
response of the climate system to different climate forcings on a much longer time
scale than GCMs. Most studies indicated global biogeophysical cooling as a result of a 
land-cover change of 0.13-0.25 °C comparded to pre-industrial times. One of the major 
uncertainties in these results turned out to be the historical land-cover distribution. 

The original HYDE database (version 2) (Klein Goldewijk, 2001) was developed to make 
consistent historical land-use and land-cover data available to the research community 
on a spatially explicit basis and with a satisfactory resolution for global climate change 
modellers. HYDE includes both general topics such as land use and land cover, popula-
tion, livestock, gross domestic product (along with value added generated in industry 
and the service sector), and specific data on energy, the economy, atmosphere, oceans 
and the terrestrial environment. Most data are organized on the national scale for the 
period 1890-2000, and, where available, for 1700-2000. The HYDE-IMAGE combination 
offers a unique combination of comprehensive historical land cover based on statistical 
information, and integrated modelling of global change, including regional land-use 
related emissions, feedback mechanisms and global effects (chapters 7 and 9).

We decided to update the HYDE historical land-cover data for several reasons. First, 
new data are now available, including sub-national population and land-cover data, 
and population and land-cover/land-use maps with a 5 by 5 minute resolution. Second, 
more data are now available to improve our historical land-cover allocation procedure. 
Section 3 describes a number of existing historical land-cover inventories, including 
HYDE 2. The methods for developing HYDE 3 are discussed in section 6.3, and section 
6.4 describes some results. These and other results of the work described in this chap-
ter are available from http://www.mnp.nl/hyde.

6.2. 	 Existing historical land-cover inventories

There are two approaches for developing global historical land-cover inventories. The 
first is modelling of land cover with Dynamic Global Vegetation Models (DGVM), which 
explicitly represents the interaction between ecosystem C and water exchange and 
vegetation dynamics to compute long historical transient time series of land cover. 
Cramer et al. (2001) compared six DGVMs and demonstrated that simulated historical 
land-cover distribution varied greatly among the models. Most DGVMs are based on 
biomes representing an envelope of plant functional types. These biomes are generalized 
ecosystem representations and lack fragmentation or human influences. Secondly, are 
the historical land-cover datasets based on statistical information. A number of histori-
cal land-use datasets were prepared on the basis of statistics at the sub-national and 
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national scale, for example for Burgundy in France (Crumley, 2000), the Ardennes in 
Belgium (Petit and Lambin, 2002), Colombia (Etter and Van Wyngaarden, 2000) and 
the U.S.A. (Maizel et al., 1998). Other historical land-cover inventories were made on 
the regional and continental scale, for example, for Australia (AUSLIG, 1997), Southeast 
Asia (Richards and Flint, 1994) and Central Europe (Williams, 2000).

Estimates of the global historical areas of cropland and grassland are uncertain (Table 
6.1). Different approaches were used in the available global estimates. Houghton et al. 
(1983), Houghton (1991) and Houghton and Hackler (2005) used a bookkeeping model 
with conversion rates of different land-cover types to estimate C fluxes. Ramankutty 
and Foley (1998) calibrated the IGBP 1 km-resolution Global Land Cover Classification 
(GLCC) dataset against cropland inventory data for 1992 to create a global map of 
cultivated land for 1992. Subsequently, Ramankutty and Foley (1999) (hereafter 
referred to as RF) used a ‘hindcast’ modelling technique to extrapolate these data, 
using a compilation of historical cropland inventory data to create a dataset of crop-
lands for the period 1700 to 1992. Unfortunately, Ramankutty and Foley (1998; 1999) 
did not consider grassland, which is the major global agricultural land use (Table 6.1).

Klein Goldewijk (2001) developed the History Database for the global Environment 
(HYDE, version 2), with a 0.5 by 0.5 degree resolution. He used a Boolean approach 
to generate distributions for global cropland, grassland and natural vegetation for 
the period 1700-1990, based on a combination of statistical information with natural 
potential land-cover results of the IMAGE model. In this Boolean approach, complete 
0.5 by 0.5 degree grid cells are assigned one unique land-cover type; in this approach 
there is no fractional distribution within grid cells.

95

Table 6.1. Estimates of historical global cropland and grassland areas from various reports from the 
literature compared with results from HYDE 3 for 1700-2000.

Reference 1700 1850 1860 1980 1990 2000

Cropland area (Mha)

Matthews (1983) n.d. n.d. n.d. 1760 n.d. n.d.
Richards (1990) 270 540 n.d. 1500 n.d. n.d.
Williams (1990) n.d. n.d. 570 n.d. 1420 n.d.
Klein Goldewijk and Battjes (1997) 270 540 n.d. 1500 n.d. n.d.
Ramankutty and Foley (1999) 400 820 n.d. n.d. 2030 n.d.
HYDE 2.0 270 540 n.d. n.d. 1430 n.d.
FAO (2006) n.d. n.d. n.d. 1429 1489 1475
HYDE 3.0 262 530 573 1429 1489 1475

Grassland area (Mha)

Klein Goldewijk and Battjes (1997) 530 780 n.d. 3340 n.d. n.d.
HYDE 2.0 520 1280 n.d. n.d. 3100 n.d.
FAO (2006) n.d. n.d. n.d. 3268 3364 3440
HYDE 3.0 410 1020 1095 3268 3364 3440

n.d. = no data
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The RF and HYDE 2 datasets are generally consistent in representing cropland change 
over the last 300 years. In 1700, both the RF and HYDE databases show little cropland 
in the New World (e.g. the Americas, Australia) and most of the cropland is found in 
the Indus valley, scattered parts of Europe and Africa, and Eastern China. By 1850, 
croplands are found in the eastern part of North America, and the area of cropland has 
expanded further in Europe and China. Between 1850 and 2000, croplands of North 
America have migrated to the West, while abandonment has occurred in the eastern 
seaboard. In the same period, in South America crop cultivation has developed in the 
Pampas region of Argentina and in southeast Brazil, mainly in the 19th and 20th cen-
turies. By the beginning of the 20th century croplands are also found in central East 
Africa (the Lake District), the Sahel, the eastern part of South Africa, and Southwest and 
East Australia, thus capturing the major agricultural areas of the world. Between 1850 
and 2000, croplands have also expanded further in Europe and the Former U.S.S.R.

Although Klein Goldewijk and Ramankutty (2004) found agreement in the overall glo-
bal distribution of the two datasets, there are significant differences between RF and 
HYDE 2 in many parts of the world. Croplands in the RF dataset extend further east 
in the Former U.S.S.R. than in HYDE 2. In contrast to RF, HYDE 2 shows no cropland in 
Manchuria. In South America, the cropland areas in RF are scattered, while in HYDE 2 
they are located in southeast Brazil and the Pampas of Argentina. Croplands in eastern 
Australia extend further north in HYDE 2 than in RF. Obviously, the RF scaling approach 
can only lead to realistic distributions if detailed, sub-national information is available 
in combination with a reliable base map. Regarding the base map, Klein Goldewijk 
et al. (2006) showed that the RF data for 1992 do not match with the statistics of FAO 
(2006). Where no sub-national data on cropland and grassland are available, for exam-
ple, in the former U.S.S.R., scaling can easily lead to widespread scattered agriculture 
with very low areas. The disagreement between the two approaches indicates that 
there is a need for improving the allocation procedures (the simple scaling method of 
RF and the Boolean approach of HYDE 2) and for better data on historical land cover 
(Klein Goldewijk, 2001).

6.3 	 Methods

General
The update of HYDE described here includes several improvements compared to its 
predecessor: (i) the HYDE 2 version used a Boolean approach with a 30 minute de-
gree resolution, while HYDE 3 uses fractional land use on a 5 minute resolution; (ii) 
more and better sub-national (population) data (Klein Goldewijk, 2005) to improve the 
historical (urban and rural) population maps as a basis for allocation of land cover; 
(iii) updated historical land-cover data for the period 1700-2000 (Tables 6.2 and 6.3); 
(iv) implementation of different allocation algorithms with time-dependent weighting 
maps for cropland and grassland.
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Table 6.2. Historical regional estimates of cropland area for the period 1700-2000.

World region 1700 1750 1800 1850 1900 1950 2000

Mha

Canada 0 0 0 2 25 43 46
U.S.A. 2 5 11 41 145 193 179
C. America 5 6 8 10 14 27 44
S. America 1 2 2 4 12 51 89
N. Africa 5 5 5 6 8 19 28
W. Africa 16 16 16 17 23 51 84
E. Africa 8 9 9 9 13 28 46
S. Africa 1 1 2 3 6 25 42
W. Europe 53 62 72 85 94 101 87
E. Europe 13 16 21 27 35 49 46
Former U.S.S.R. 34 48 67 94 148 216 222
M. East 13 14 14 14 20 44 64
S. Asia 50 67 92 128 140 176 213
E. Asia 52 57 68 77 78 105 140
S.E. Asia 8 9 10 11 25 53 90
Oceania 0 0 0 0 5 28 51
Japan 1 1 2 2 2 5 5
Greenland 0 0 0 0 0 0 0

World 262 319 400 530 794 1214 1475

Country data aggregated to the level of world regions

Table 6.3. Historical regional estimates of grassland area for the period 1700-2000.

World region 1700 1750 1800 1850 1900 1950 2000

Mha

Canada 0 0 0 1 4 18 29
U.S.A. 3 5 9 22 139 254 239
C. America 10 15 21 30 48 80 99
S. America 21 31 47 80 149 333 460
N. Africa 9 13 17 23 38 65 75
W. Africa 32 44 59 79 133 226 251
E. Africa 29 39 53 71 120 203 246
S. Africa 39 52 68 90 149 328 333
W. Europe 64 66 71 75 75 69 60
E. Europe 13 15 18 22 22 20 20
Former U.S.S.R. 77 103 137 183 236 305 359
M. East 22 30 40 54 91 154 257
S. Asia 7 9 12 16 27 46 49
E. Asia 80 120 180 269 318 388 529
S.E. Asia 2 3 4 6 9 14 18
Oceania 0 0 0 0 27 404 419
Japan 0 0 0 0 0 0 0
Greenland 0 0 0 0 0 0 0

World 410 543 735 1019 1588 2909 3444

Country data aggregated to the level of world regions
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The HYDE 3 historical land-cover inventory is based on a number of general concepts 
for allocating land cover. We argue that early settlers or pioneers in large parts of the 
world (e.g. U.S.A. in early 18th century, South America, South Africa and Australia) were 
quite limited in their decisions on where to settle and start agricultural activity. Acces-
sibility was limited in many regions, either by the nature of the surrounding landscape 
(swamps, mountains, dense forests, poor soils, unfavourable climate) or the hostile 
indigenous population. In addition, large parts of the world were not accessible due to 
lack of infrastructure. This limited the early spreading of agriculture considerably.

Hence, for allocating historical land use we made three major assumptions: (i) coastal 
areas and river plains with fertile soils are most favourable for early settlement and land 
with the highest suitability is colonized first; (ii) historical (rural) population densities 
and the agricultural activity are strongly correlated; (iii) historical agricultural activity 
is started first near freshwater resources (rivers); and (iv) old growth forests are less 
prone to conversion to agriculture than other land-cover types.

The first assumption (i) is based on the history of North America, where prospectors 
were sent into the ‘wilderness’ to inventory the vast inland forests and soils. We assume 
that cropland is more strongly determined by land suitability than grassland, because 
areas with natural grassland or savanna are easy to use for pastoral grazing. According 
to assumption (ii) historical (rural) population densities and the agricultural activity 
are strongly correlated. In this respect it is not clear whether small settlements or vil-
lages developed first. This assumption was followed by agricultural activity close to 
settlements, or in the case of pioneer farmers, by development of small urban settle
ments. Under the third assumption (iii) historical agricultural activity is started first 
near freshwater resources (rivers). The pioneers and colonists were limited in their 
choice of settlement, because it was not feasible in those days to explore far inland 
territory (e.g. the Americas) due to the unknown terrain conditions, lack of maps, 
hostile environments and lack of means of transport (roads, railways). The only natural 
transport ways were coastal shorelines, large navigable rivers, and lakes. Therefore, we 
assume that river shorelines were more attractive for settlement than the surrounding 
uplands. Fourth assumption (iv) is that many old-growth forests were already present 
in 1700. We assume these forests to be less prone to clearing than other land-cover 
types, e.g. in Europe. This is less relevant in many parts of the New World, where other 
determinants of forest clearing are dominant.

The situation changed when new technologies enabled farmers to exploit land areas 
for agricultural purposes further away from towns and villages. With technological 
development, mechanization, irrigation and widespread use of synthetic fertilizers, 
people became gradually less dependent on natural factors for agricultural activity 
such as the natural soil fertility. Thus areas with less favourable soil conditions could 
be increasingly cultivated.
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Current distribution of grassland and arable land
The starting point for all historical hindcasting procedures is the present situation. 
Here we use the 5 by 5 minute resolution contemporary global cropland and grass-
land maps developed by Klein Goldewijk et al. (2006). These maps were based on 
satellite data and national land-use statistics (FAO, 2006) and sub-national land-use 
data for U.S.A. (USDA, 2006) and China (China National Bureau of Statistics, 2006a,b). 
Klein Goldewijk et al. (2006) used two satellite maps: (i) the International Geosphere-
Biosphere Programme (IGBP) map based on DISCover version 2 data using the IGBP 
classification map (Loveland et al., 2000) and (ii) the Global Land Cover (GLC) based on 
the Global Land Cover 2000 VEGA2000 data (Bartholome et al., 2002).

Using the classes in the IGBP map with dominant cropland and grassland did not yield 
a satisfactory match with FAOSTAT land-use data (FAO, 2006). Therefore, the underlying 
DISCover data from the seasonal land-cover regions were used to determine fractions 
of cropland and grassland within the various classes, with mosaics of natural vegeta-
tion and cropland and grassland from the IGBP map. No such data were available for 
the GLC map, so a trial and error approach was used. While neither of the two base 
maps produced in this manner completely matched the FAO country data, a combina-
tion of the IGBP and GLC maps resulted in a satisfactory match with FAO data for all 
countries. Apart from noise in the data, interpretation problems and uncertainties 
in the ancillary data used in interpretation, a major problem in allocating grassland 
is the broad definition used for grassland by FAOSTAT, allowing for important differ-
ences between countries in the type of grassland included in the statistics. A large 
area (~40%) of global grassland occurs in semi-deserts, deserts and sub-polar tundra, 
regions with unfavourable climates with low productivity and low carrying capacity 
(Klein Goldewijk et al., 2006). Cropland occurs in more favourable climates. Figure 6.1 
shows the global 5 by 5 minute resolution distributions of cropland and grassland for 
1970, which form the basis for the historical land-cover allocation.

It should be noted that for applying the base map in IMAGE land-cover simulations 
(chapter 5), the fractional 5 by 5 minute land-cover map was aggregated to the larger 
0.5 by 0.5 degree grid cells. This was done in three steps, reserving the fractions of 
grid cells covered by built-up areas (urban and infrastructure) and protected areas. 
Step 1 involved a simple aggregation to the 0.5 by 0.5 degree cells. This aggregation 
implies a loss of spatial detail in regions where agricultural land occurs in mosaics with 
natural vegetation. In step 2, cropland and grassland were grouped into one class of 
agricultural land. The IMAGE model has no fractional land use, i.e. a grid cell is either 
covered by agricultural land or natural vegetation. Therefore, in step 3 agricultural 
land was allocated (concentrated) to 0.5 by 0.5 degree grid cells with 100% agricultural 
coverage. This allocation was done by ranking in which grid cells with the largest 
fraction agricultural land after step 2 were first classified as agricultural land, until a 
complete match with FAO land-use data was achieved. Hence, although the general 
land-use patterns are the same in the 5 by 5 minute maps of Klein Goldewijk et al. 
(2006) and in IMAGE, the details on the spatial distribution of grassland and cropland 
are partly lost in steps 2 and 3.
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Allocation of historical urban area and population density
Since the proximity of human settlements is one of the main criteria for early settle-
ment, we first need to know where people live and where urban areas are. For this pur-
pose, historical population maps were computed by downscaling the historical popula-
tion numbers on a sub-national basis to the 5 minute Landscan population counts map 
(Landscan, 2006) using statistics and the literature, as presented by Klein Goldewijk 
(2005) and shown in Figure 6.2. Thus we made a population density map on a 5 by 5 

Global cropland and pasture estimates for 1970

Cropland

Area in gridcell in km2

< 5

5 - 10

10 - 25

25 - 50

50 - 78

Pasture

Figure 6.1. Global cropland and grassland area per 5 by 5 minute gridcell for 1970.
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minute resolution for each time step of 10 years for the period 1700-1970; Figure 6.3 
presents the computed population density map for the year 1800.

Maps for current urban area were created by first combining ‘Urban and Built-up’ 
from the DISCover map with the areas of ‘Artificial surfaces and associated areas’ from 
GLC2000. Subsequently, an overlay of this urban area map was made with the Landscan 
population counts map to calculate the average population density within urban areas 
for each country (UPD). We corrected the UPD table by using data from Demographia 
(2006) to avoid unrealistic (i.e. too high) values for urban population density. 

The total number of urban dwellers per country was allocated with the URD for each 
year, as taken up by the United Nations (UN, 2004) for the time period 1950-2000 
and HYDE for 1700-1950. The resulting historical urban areas were excluded from 
allocation of cropland and grassland. 

Allocation of historical cropland
On the basis of our general concepts, we use the distributions of population density, 
land suitability, distance to major rivers and natural land cover as weighting maps to 
allocate historical cropland. This weighting is similar to the allocation rules in IMAGE, 
based on the land’s suitability and distance to existing agricultural areas, urban areas 
and rivers (chapter 5).
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Figure 6.2. Comparison of HYDE 3 with other global population estimates (left) and the HYDE 3 
regional historical population estimates for the period 1700-2000.
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First, a weighting map (Wpopd, t) was produced by taking the 10log of the historical 
population density, multiplied by 10, to dampen the effect of extreme high densities 
(cities, towns).With the use of this weighting map, those areas with population densi-
ties lower than 0.1 inhabitants km-2 were excluded in the allocation of cropland area 
(too few people to sustain permanent agriculture), while population densities exceed-
ing 2000 inhabitants km-2 were excluded, assuming that there is no space available 
for agriculture. 

Cropland was allocated on the basis of the suitability or attractiveness of the land for 
crop growing. We used the Global Agro-Ecological Zones map (GAEZ) of FAO-IIASA 
(GAEZ, 2000) to create a second weighting map (Wsuit). GAEZ (2000) distinguishes sev-
en classes, ranging from ‘severe climate constraints’ to ‘no constraints’ on the basis 
of climate, and soil and terrain conditions. We inverted this classification to create a 
suitability ranking (Table 6.4).

A weighting map for the distance to major rivers was created (Wriver) by performing 
a cost-distance analysis with the World Major Rivers map of DCW (1993), and with a 
simplified high resolution Digital Elevation Map (DEM) (GLOBE, 1999) as cost raster. 
The 30-arc-seconds (~1 km) DEM map was reclassified into 10 classes (0 to 1000 metre 
into 200 metre classes, then 500 metre classes up to 2500 metre classes; the last class is 
> 2500 metre). Thus, a weighting map was generated with arbitrary scaling between 
1 and 10 to describe the attractiveness of the landscape for allocating cropland. Thus, 
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Figure 6.3. Computed global distribution of population density for 1800.
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flat river plains are relatively more attractive for agriculture than sloping areas in the 
river valley, and the attractiveness decreases with increasing distance from the river. 

All classes of the IGBP and GLC2000 satellite-derived maps containing tree cover were 
used for producing a weighting map Wforest,i. We use the inverse of tree cover to assign 
less weight to the forested areas than other land-cover classes. This procedure results 
in less clearing of old growth forests in Europe than, for example, in the U.S.A., where 
other driving factors such as population are dominant.

Cropland is then allocated by combining historical cropland areas from HYDE (Table 
6.2) with inverted tree cover, population density, land suitability and the distance to 
rivers:

	  	 (1)

Where GAREAi,t is the total land area (no ice and snow) minus the urban area per 5 
minute grid cell i and historical year t. Figure 6.4 presents Wcrop for the year 1800.

Allocation of historical grassland
The historical population density maps were also used to allocate more grassland in 
the neighbourhood of grid cells with a high population density. We excluded areas 
with values of less than 0.01 inhabitants per km (too few people to maintain livestock) 
and 2000 inhabitants per km (no space left for agriculture). Please note that the lower 
threshold is lower than that for the cropland to allow for the occurrence of pastoral 
grazing in areas with low population density. Thus, population weighting was com-
puted for each year for the allocation of grassland (Wpop,i,t).

The definition of permanent grassland used by FAO (2006) includes natural and semi-
natural types of grassland. We therefore included these natural grasslands in our al-
location procedure by ranking the categories of the BIOME map of natural potential 
vegetation (Prentice et al., 1992) to generate a weighting map (Wbiome,i). In this map, 
ecosystems with a relatively high proportion of herbaceous vegetation were assigned 
a high value (Table 6.5). 
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iiti,iti,ti, riversuitpopforestcrop WWWWGAREAW =

Table 6.4. Ranking GAEZ climate, soil and terrain constraints for rainfed crops.

GAEZ class Rank

No constraints 8
Very few constraints 7
Few constraints 6
Partial constraints 5
Frequently severe constraints 4
Very frequently severe constraints 3
Unsuitable 2
Severe climate constraints 1
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Grassland areas were allocated after the allocation of cropland, implying that area 
already occupied by cropland is not available for grassland. In the available space, 
grassland is allocated by combining historical grassland areas from HYDE with the 
weighting maps for the inverse of tree cover, natural vegetation, crop distribution and 
population density:
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Figure 6.4. Weighting maps for cropland and grassland for the year 1800.



6   HYDE 3: current and historical population and land cover

105

	  	 (2)

Figure 6.4 presents Wgrassland for the year 1800. Subsequently, the satellite-based maps 
for cropland and grassland were downscaled with historical land-use data (Tables 6.2 
and 6.3) for each time step between 1700 and 1970.

Population density turned out to be an unsuitable proxy for the allocation of cropland 
and grassland in the 20th century. With ongoing technological development (mech
anization, fertilizer use, etc.), agricultural production gradually became less dependent 
on natural factors such as soil fertility. Therefore, we consider the years between 1900 
and 1970 as a transition period with a diminishing influence of population density in 
the allocation scheme, and an increasing influence of the satellite-based weighting 
maps (Figure 6.1). In this manner, a smooth convergence is achieved of the modelled 
land-cover maps for 1900 to the 1970 situation based on satellite imagery.

6.4 	 Results

Eighteenth century
The 18th century is characterized by dramatic changes in European landscapes by the 
development of the transportation infrastructure. The emergence of a global economy 
at the end of the fifteenth century boosted the migration of people into the ‘new 
world’. Vast virgin forest areas in the Asian part of Russia and North America were 
cleared and exploited by European settlers (Williams, 2000). This process was driven 
by various factors, including new politics (imperialism) and religion, new technology 
(new types of ships and navigation skills, advanced weaponry) and the discovery of 
natural environments similar to (or even more favourable than) those found in the 

105

Table 6.5. Ranking BIOME types for weighting in the allocation of grassland.

BIOME type Rank

Grassland/steppe 6
Open shrubland 5
Savanna 4
Dense shrubland 3
Tundra 2
Evergreen/deciduous mixed forest/woodland 1
Temperate broadleaved evergreen forest/woodland 1
Temperate deciduous forest/woodland 1
Temperate needle leaf evergreen forest/woodland 1
Tropical deciduous forest/woodland 1
Polar desert/rock/ice 0
Boreal deciduous forest/woodland 0
Boreal evergreen forest/woodland 0
Tropical evergreen forest/woodland 0
Hot desert 0

ti,i i ,ti,ti, ][ popbiomeforesttigrassland WWWcroplandGAREAW −=  
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country of origin. The first European settlers arrived in the beginning of the 17th cen-
tury, initially along North America’s eastern coast, and pioneers settled in other parts 
of the world too (Australia, South America). Extensive areas of forest were cleared 
for timber, crop growing and grazing. The indigenous population was decimated by 
diseases introduced by the settlers, and much of the land was thus depopulated and 
constituted agricultural frontier zones.

These developments are reflected in the data, which indicate that the rate of change 
is not the same in all world regions. During the 18th century, North America already 
experienced a yearly increase between 1.5 and 3.5% per year in croplands (Table 6.6). 
The area of cropland in the former U.S.S.R., South Asia and East Asia grew by 0.6-0.8% 
per year, while the expansion in Europe and Africa was much slower.

The global cropland area increased from roughly 260 Mha in 1700 to 400 Mha in 1800 
(Tables 6.1 and 6.2). The estimate for 1700 is close to that of Richards (1990), but lower 
than Ramankutty and Foley (1999), who presented much higher historical areas of 
cropland than other studies for most world regions. Natural grassland and savanna 
were converted into managed grassland and the global grassland area increased from 
from 410 to 735 Mha in 1800 (Table 6.3). It should be noted that the estimates for grass-
land areas are more uncertain than those for cropland (Table 6.1).

Table 6.6. Absolute change and annual growth of the cropland area in various world regions for the 
period 1700-2000.

World region Absolute change Annual growth

18th 
century

Mha

19th 
century

Mha

20th 
century

Mha

1950-
2000
Mha

18th 
century

% yr-1

19th 
century

% yr-1

20th 
century

% yr-1

1950-
2000
% yr-1

Canada 0 25 21 3 3.4 5.7 0.6 0.1
U.S.A. 9 133 34 -14 1.5 2.6 0.2 -0.1
C. America 3 6 29 16 0.5 0.6 1.1 0.9
S. America 1 10 77 37 0.8 1.7 2.0 1.1
N. Africa 0 3 20 9 0.1 0.4 1.2 0.8
W. Africa 1 7 61 32 0.0 0.4 1.3 1.0
E. Africa 0 4 33 18 0.0 0.4 1.3 1.0
S. Africa 1 5 35 17 0.4 1.4 1.9 1.0
W. Europe 19 23 -7 -14 0.3 0.3 -0.1 -0.3
E. Europe 8 14 11 -2 0.5 0.5 0.3 -0.1
Former 
U.S.S.R.

33 81 74 6 0.7 0.8 0.4 0.1

M. East 1 6 44 20 0.0 0.4 1.2 0.7
S. Asia 43 47 73 37 0.6 0.4 0.4 0.4
E. Asia 16 10 62 35 0.3 0.1 0.6 0.6
S.E. Asia 2 15 65 37 0.2 0.9 1.3 1.1
Oceania 0 5 46 23 1.2 4.4 2.3 1.2
Japan 0 1 3 0 0.0 0.4 0.9 0.1
Greenland 0 0 0 0 n.a. n.a. n.a. n.a.

World 137 394 681 261 0.4 0.7 0.6 0.4
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Nineteenth century
The 19th and the early 20th century were periods with rapid expansion of large-scale 
agricultural plantations in Asia and Latin America. After early successes with sugar 
cane in the Caribbean and cotton cultivation in North America, financial resources 
were made increasingly available to penetrate further into the New World and culti-
vate a wider variety of crops. European owners mobilized local labour to clear jungle 
lands in order to grow, for example, rubber in Malaysia, cacao in Africa, tea in India, 
coffee in Brazil and bananas in Central America.

The strong increase of croplands in North America continued at a rate of more than 
5% yr-1 in Canada and 2.6% yr-1 in the U.S.A. during the 19th century, followed by South 
America and South Africa with rates of around 1.5% yr-1 (Table 6.6). Central America and 
Australia experienced an expansion of cropland areas of about 1% per year. Large areas 
in the Russian continent (0.8% yr-1) and Southeast Asia (0.9% yr-1) were also colonized 
and brought under cultivation. Global cropland area increased in this period from 400 
Mha in 1800 to approximately 530 Mha in 1850 and 800 Mha in 1900. The estimate for 
1850 is very close to the estimates for the same year of Richards (1990) and Williams 
(1990), who indicated 540 Mha and 570 Mha, respectively (Tables 6.1 and 6.2). The area 
of grassland increased from 940 Mha to roughly 1020 Mha in 1850 and expanded fur-
ther to 1590 Mha in 1900, with rapid expansion in North America (Tables 6.3 and 6.7). 

Table 6.7. Absolute change and annual growth of the grassland area in various world regions for 
the period 1700-2000.

World region Absolute change Annual change

18th 
century

Mha

19th 
century

Mha

20th 
century

Mha

1950 
- 1990

Mha

18th 
century

% yr-1

19th 
century

% yr-1

20th 
century

% yr-1

1950-
2000
% yr-1

Canada 0 4 25 11 3.0 4.5 1.9 1.0
U.S.A. 6 130 100 -15 1.0 2.8 0.5 -0.1
C. America 11 27 51 19 0.7 0.8 0.7 0.4
S. America 26 102 310 126 0.8 1.2 1.1 0.6
N. Africa 8 22 36 10 0.6 0.8 0.7 0.3
W. Africa 26 75 118 25 0.6 0.8 0.6 0.2
E. Africa 24 67 126 43 0.6 0.8 0.7 0.4
S. Africa 28 81 184 5 0.5 0.8 0.8 0.0
W. Europe 7 4 -15 -9 0.1 0.0 -0.2 -0.3
E. Europe 5 4 -3 0 0.4 0.2 -0.1 0.0
Former 
U.S.S.R.

60 99 123 54 0.6 0.5 0.4 0.3

M. East 18 51 166 103 0.6 0.8 1.0 1.0
S. Asia 5 15 22 3 0.6 0.8 0.6 0.1
E. Asia 99 139 211 141 0.8 0.6 0.5 0.6
S.E. Asia 2 5 9 4 0.7 0.9 0.7 0.5
Oceania 0 27 392 14 17.5 15.0 2.8 0.1
Japan 0 0 0 0 0.6 0.8 2.0 2.9
Greenland 0 0 0 0 7.2 7.2 1.8 0.2

World 325 852 1856 535 0.6 0.8 0.8 0.4
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Twentieth century
The process of colonization and transformation of natural vegetation to cropland con-
tinued in the first half of the 20th century. However, the rate of expansion of crop-
land decreased considerably. The annual increase of the cropland area in Canada went 
down from a staggering 5% yr-1 in the 19th century to 0.6% yr-1 in the 20th century (es-
pecially after 1950 the rate slowed down to 0.13% yr-1), while the expansion rate in the 
U.S.A. fell from 2.6% yr-1 in the 19th century to 0.2% yr-1 in the 20th century. After 1950, 
the expansion of cropland even reversed in some temperate regions. U.S.A. (-0.15% yr-1) 
and Western (-0.30% yr-1) and Eastern Europe (-0.10% yr-1) show negative rates, indicat-
ing that agricultural land was abandoned (Table 6.6).

After the Second World War, the conversion of undisturbed ecosystems to agriculture 
dramatically increased worldwide, but now shifted towards the tropical regions. The 
global cropland area increased from roughly 800 Mha in 1900 to 1475 Mha in 2000, 
while in this time period the global area of grassland grew from 1590 Mha to 3430 
Mha (Table 6.1). The expansion of grassland for cattle grazing (Latin America), logging 
(Africa and Asia) and expansion for agriculture (Asia) were the main driving forces 
(FAO, 2005). Many African countries show cropland expansion rates between 1 and 2% 
per year in the 20th century. The same applies to Southeast Asia, Oceania and Central 
and South America (Table 6.6 and Figure 6.5).

The area of permanent grassland increased by more than 500 Mha from 2909 Mha to 
3444 Mha in the 1950-2000 period, while the total increase over the 20th century was 
1856 Mha (Table 6.7). Oceania (2.8% yr-1) and Canada (1.9% % yr-1) witnessed rapidly 
increasing grassland areas. Expansion of grassland was also fast in South America and 
Oceania (more than 1% yr-1) and Central America and Africa (~0.7% yr-1). In contrast, 
Western and Eastern Europe showed shrinking grassland areas (Table 6.7). The grass-
land area also decreased in the U.S.A., but only after 1950.

It is remarkable that China witnessed an accelerated expansion of cropland in the 
1970s and 1980s, compared to the slow pace in the first half of the 20th century. This 
led to considerable forest losses, but this trend came to a halt and was followed by 
large forest planting campaigns during the 1990s. In South America, Brazil continued 
to show considerable deforestation rates throughout the 1970-2000 period. However, 
recent satellite-based estimates indicate that deforestation rates may have been over-
estimated (FAO, 2005; DeFries et al., 1999). As mentioned before, parts of Europe and 
North America experienced a modest decrease in agricultural area, probably as a result 
of intensification and improved technology, many agricultural areas were taken out of 
production and often reforested (often referred to as the ‘forest transition’).

During the last three centuries, agricultural areas have expanded in almost all parts 
of the world with favourable conditions for crop cultivation. No expansion occurred in 
regions with extreme climatic conditions, such as the hot desert areas of the Sahara, 
Middle East and Australia, the cold high latitudinal regions of Canada and Russia, and 
the remote tropical rainforest areas of the Amazon Basin, central Africa and Asia. The 
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area of cropland, and even more so the grassland area, expanded rapidly in many 
parts of the world, except for Europe where a decline in the area of grassland occurred 
between 1700 and 1970 (Figure 6.5).

Change in global cropland and grassland from 1700 to 1970

-86 - -10

-10 - -1

-1 - 1

1 - 5

5 - 10

10 - 25

25 - 50

50 - 84

Cropland

Grassland

Abs. change in area
per grid cell (in km2)

Figure 6.5. Absolute change in cropland and grassland area for each 5 by 5 minute grid cell dur-
ing the period 1700-1970.



6   HYDE 3: current and historical population and land cover

110110

Comparison with HYDE 2
It is interesting to compare the spatial historical distributions for agricultural land 
cover of HYDE 2 and HYDE 3. Differences may stem from the combination of the res
olution and the allocation procedure. The change from a Boolean approach in HYDE 
2.0 for a 0.5 by 0.5 degree resolution (Figure 6.6, left panel) towards a fractional ap-
proach for 5 by 5 minute resolution in HYDE 3.0 (right panel), resulted in much less 
concentration of agricultural land cover. The higher resolution of HYDE 3 allows for 
a better and more flexible allocation of agricultural land cover, without losing spatial 
information. In addition, the use of sub-national data resulted in improved spatial 
distributions within each country. This is illustrated in Figure 6.6, which shows that 
cropland in Europe is much less concentrated in HYDE 3 (right panel). In the year 1800, 
Europe was in the process of rapid structural change, and several countries increased 

HYDE 2.0 (left) vs HYDE 3.0 (right) for 1800

Land use class 

Cropland 

Cropland area per gridcell (in km2) 
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30 - 40 
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50 - 60 

60 - 70 

70 - 86 

Figure 6.6. Difference in the distribution of cropland areas, HYDE 2.0 and HYDE 3.0, for Europe 
and South and East Asia for the year 1800. 
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their agricultural productivity substantially (Allen, 1998). European agriculture was a 
widespread and dynamic activity, and not confined to limited areas.

The high resolution weighting maps used for HYDE 3 also allow for investigating dif-
ferent approaches for allocating historical land cover, resulting in more plausible his-
torical land-use reconstructions. In Asia the agricultural cropland areas are spatially 
distributed in HYDE 3, with occurrences in nearly all grid cells with suitable land, and 
concentrations in major river floodplains (right panel). This distribution is the result of 
using the population density and other weighting maps, and directly reflects the sub-
national data for states in India and provinces in China. In contrast, in HYDE 2 there 
are croplands in some confined parts of India and China only, which is not realistic.

6.5 	 Concluding remarks

A good understanding of development processes in the past is essential for our under-
standing of the future. Historical databases such as HYDE can serve as an important 
tool for evaluating and improving the historical land-cover changes based on regional 
and national data. Unfortunately, there are only a few global-scale studies available for 
comparing our historical land-cover inventory.

HYDE 3 now includes better historical data and new allocation procedures based on 
attractiveness of the land for agricultural activities. The attractiveness of the land for 
crop cultivation is based on weighting maps for population density, the land’s suit
ability for crop production, forest occurrence and the distance to transport corridors 
such as rivers. For allocating grassland areas we use weighting maps based on the 
type of natural vegetation and population density. Furthermore, a transition period 
between the historical population weighted allocation and the contemporary satellite-
based allocation algorithms is used, where the historical allocation scheme phases into 
modern times, and thus a smooth change is guaranteed between the modelled and 
actual land-cover maps over time.

In comparison with HYDE 2 (using the Boolean method with no fractional land cover) 
and Ramankutty and Foley (1999) (scaling with historical national and sub-national 
data on satellite-derived cropland patterns), HYDE 3 is representative of a more trans-
parent approach, resulting in more realistic distributions of agricultural land in many 
parts of the world.

Gridded time series of global cropland and grassland are useful for evaluating global 
environmental change for the historical period using integrated Earth system models. 
The unique combination of HYDE and IMAGE offers a good basis for examining the 
effect of historical land-use changes over the past three centuries; the first study 
planned will focus on the global historical carbon cycle.





7   Simulating carbon exchange between the terrestrial biosphere and the atmosphere

113

7 	 Simulating carbon exchange between the 
terrestrial biosphere and the atmosphere

•	 The carbon cycle model implemented in the IMAGE framework has been subjected 
to a thorough evaluation, which has shown it to be suitable for simulating global 
and regional carbon pools and fluxes. The model also accounts for important feed-
back mechanisms related to changing climate, carbon dioxide concentrations and 
land use. In addition, it allows the potential for carbon sequestration in the terres-
trial biosphere to be evaluated.

•	 Sensitivity analysis shows that uncertainties in the response of the biosphere to 
climate and land-use change are crucial to understanding the global carbon cycle. 
A dominant factor at both the global and regional scales is the reaction of the 
biosphere to increasing concentrations of carbon dioxide. Since this reaction is 
beset with considerable uncertainties, more research is needed to improve our 
understanding of carbon dioxide fertilization under changing environmental con-
ditions.

•	 Results from scenario studies show that the terrestrial biosphere will probably con-
tinue to be a net sink for carbon in the coming decades, thus reducing the increase 
of the atmospheric carbon dioxide concentration. It is, however, uncertain whether 
this carbon sequestration will continue after this period. In some scenarios the ter-
restrial biosphere may even turn into a net source of carbon during the course of 
this century.

7.1 	 Introduction

The carbon dioxide (CO2) concentration in the atmosphere has increased by about 100 
ppm (parts per million) since the 1880s, leading to a concentration of about 380 ppm 
in 2005. This increase in atmospheric CO2 and other greenhouse gases (GHG) leads to 
anthropogenic greenhouse warming (Mitchell et al., 2001). The contribution of CO2 to 
greenhouse warming is about 50%, since it is the most abundant GHG and because it 
has a long atmospheric residence time. CO2 emissions from fossil fuel combustion and 
cement production have been the dominant CO2 source in the past decades.

The terrestrial carbon (C) cycle plays an important role too. Historical changes in land 
use have contributed considerably to the cumulative CO2 increase. Current land-use 
change (loss of forest area) is responsible for a CO2 emission of 1-2 Pg C yr-1 (Pg = pe-
tagram; 1 Pg = 1015 g) (Achard et al., 2002; Houghton, 2003), which is considerable 
compared to the global CO2 emission from fossil fuels of 7.3 Pg yr-1 (CDIAC, 2006).

While deforestation is a source of CO2, the remaining natural land cover sequesters C 
and thus slows down the atmospheric CO2 increase. The sink strength is, however, un-
certain with present-day estimates, ranging between 1.6 and 4.8 Pg C yr-1 (Houghton, 
2003). This is because global terrestrial soil and vegetation C pools change rapidly 
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(Prentice et al., 2001), as they are determined by multiple physiological and ecological 
processes that vary in time and space as a result of changing environmental conditions 
(e.g. CO2 concentration, climate, atmospheric nitrogen deposition inputs, tropospheric 
ozone, soil and terrain properties), and land use (Zaehle et al., 2005). Knowledge of the 
interaction between the various processes and mechanisms is also essential for assess-
ing policy options for reducing climate change, such as cultivation of energy crops or 
establishment of C plantations.

Model exercises have been performed to analyze the consequences of uncertainties in 
land-use, climate and vegetation response to changing environmental conditions on 
the terrestrial C cycle. Most studies, however, did not integrate all aspects but concen-
trated mainly on one or a few elements. For example, Cramer et al. (2001), Joos et al. 
(2001) and Friedlingstein et al. (2003) all focused on the effect of changing CO2 con-
centrations and climate on the terrestrial C cycle; Sitch et al. (2005) evaluated the role 
of land-cover changes; Davidson et al. (2006) analyzed the consequences of different 
parameterizations of soil responses to climate change; while Guisan and Thuiller (2005) 
stressed the importance of the migration capability of ecosystems as they respond to 
climate change. It is difficult to compare and synthesize the results of these studies 
because of differences in assumptions, models and scales. Furthermore, the studies sel-
dom allow for a comparison of the consequences of different parameterizations of the 
C cycle with the consequences of land use and socio-economic development.

In this chapter we present the current C cycle model of IMAGE, focusing on the pro
cesses that affect the terrestrial C cycle. Furthermore, we discuss results of a sensitivity 
analysis on the consequences of uncertainties in land-use, climate change and 
vegetation response for the simulated global and regional C cycle. Although the C 
cycle model has hardly changed since IMAGE 2.0, it is here referred to as the C cycle 
model of IMAGE 2.3, as all experiments were carried out with version 2.3. The main 
difference between IMAGE 2.2 (IMAGE-team, 2001) and IMAGE 2.3 is the addition of 
energy crops and carbon plantations (see chapter 1). Through this analysis we assess 
the importance of the different factors and processes in the global C cycle on different 
geographical scales and evaluate if our modelling approach is appropriate for describ-
ing the most relevant aspects of the terrestrial C cycle on the global and continental 
scale. In section 7.2 we present the current C cycle model of IMAGE, including the 
description of energy crops and carbon plantations that have been added as a separate 
land-cover type in IMAGE 2.3. The results of the sensitivity analysis are discussed in 
sections 7.3 and 7.4 and concluding remarks in section 7.5.

7.2 The IMAGE C cycle model

Model description
The terrestrial C cycle modelling in IMAGE as affected by changes in land cover and cli-
mate is described in detail in Klein Goldewijk et al. (1994) and Van Minnen et al. (2000). 
Here we only give a brief overview. Although IMAGE is global in application, all land-
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related calculations (including the C exchange between terrestrial ecosystems and the 
atmosphere) are performed for a terrestrial resolution of 0.5 by 0.5 degrees. Each cell 
is characterized by its climate (temperature, precipitation and resulting soil moisture 
and cloudiness), soil and land cover (natural ecosystems or agriculture). The distri-
bution of 14 natural land-cover types is computed with the BIOME model (Prentice 
et al., 1992) on the basis of climate, soil and atmospheric CO2 concentration. When 
climate changes vegetation patterns may shift. Time lags in these shifts due to limit-
ing migration capabilities of species are considered explicitly elsewhere (Van Minnen 
et al., 2000).

Anthropogenic land-cover types include agriculture (arable land and grassland), 
marginal grassland, land for bioenergy and carbon plantations. Carbon plantations 
and energy crops were added as two separate land-cover categories to deal with their 
effects on the terrestrial C cycle. We refer to chapter 5 for the anthropogenic land-
cover types and the drivers of land-use change.

The terrestrial C model of IMAGE 2.3 is driven by net primary productivity (NPP, plant 
photosynthesis minus plant respiration), which is a function of climate, soil, atmos-
pheric CO2 concentration, altitude, land-cover type and land-cover history (equations 
1 and 2): 

	   	 (1)

	  

	 (2)

where NPP is net primary production (Mg C km-2), NPPI, the mean NPP of one land-
cover type in 1970 (Mg C km-2), CF, the CO2 fertilization factor (-) (see equations 3 and 
4), T, the monthly temperature (ºC) and SWS, the monthly soil-water status (%); ƒ1 and 
ƒ2 are multipliers (-) for direct temperature effect on plant growth and for water avail-
ability effect on plant growth, respectively, AF, a normalization factor to 1970 average 
(-) and area, the grid cell area (km2). Indices include t, the year (1970-2100); j, the grid-
cell number (1-66,663); m, month (1-12); l, land-cover type (1-20) and i, the index of all 
grid cells covered by one land-cover type in 1970 (i is a subset of j).

NPP is allocated over the living biomass compartments (i.e. leaves, branches, stems 
and roots). From the living biomass, C either shifts to the non-living biomass compart-
ments (litter, soil humus and charcoal), where it (slowly) decomposes and returns as 
CO2 to the atmosphere, or it is harvested and stored in pulpwood and particles (with a 
turnover of 10 years), sawlogs, veneer or industrial roundwood (with a turnover of 100 
years). The allocation fractions and turnover times are defined for each land-cover type 
and C compartment (Table 7.1).
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Soil respiration is the C flux to the atmosphere resulting from the oxidation of soil 
C (litter, humus and charcoal). This flux depends on the C stocks in the different soil 
compartments, their turnover rates, and environmental conditions (i.e. soil water avail-
ability and temperature). During decay of litter and dead roots, a part is transformed 
into soil humus (using the humification factor HF in Table 7.1), while the remainder is 
oxidized to CO2 and lost to the atmosphere. The soil humus pool changes as a result 
of the above additions and oxidation to CO2 by decomposition, while a small fraction 
is transformed into charcoal. Charcoal is a major C pool in many land-cover types. Its 
respiration flux is therefore significant, despite its long lifetime of 500 years. 
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Table 7.1. Parameter settings in the Terrestrial C cycle model of IMAGE 2.3, where regrowth forests 
and carbon plantations use settings of underlying or corresponding land cover types; values for ice 
are zero.

Agricultural 
land-cover 
type/biome

NPPIa

(g m-2yr-1)
Allocation fraction 
(-)

HFb

(-)

Leaves Branches Stems Roots Leaves Branches Stems Roots Lit-
ter

Hu-
mus

Char-
coal

Agriculture

Agricultural 
land

400 (350) 0.8 0 0 0.2 1 n.a. n.a. 1 1 * 500 0.35

Marginal 
grassland

400 (350) 0.8 0 0 0.2 1 n.a. n.a. 1 1 * 500 0.3

Sugarcane 
(bioenergy)

1700 0.5 0.3 0 0.2 1 1 n.a. 1 1 * 500 0.3

Maize  
(bioenergy)

450 0.7 0.1 0 0.2 1 1 n.a. 1 1 * 500 0.3

Wood   
(bioenergy)

1100 0.3 0.2 0.3 0.2 1 1 1 1 1 * 500 0.3

Biomes

Tundra 100 0.5 0.1 0.1 0.3 1 10 50 3 2 50 500 0.5

Wooded 
tundra

300 0.3 0.2 0.3 0.2 2 10 50 10 3 50 500 0.5

Boreal 
forest

500 (350) 0.3 0.2 0.3 0.2 2 10 50 10 3 50 500 0.6

Cool conifer 
forest

550 0.3 0.2 0.3 0.2 3 10 50 10 3 40 500 0.5

Temp. 
mixed 
forest

600 (650) 0.3 0.2 0.3 0.2 2 10 50 10 2 40 500 0.5

Temp. 
decid.  
forest

650 (700) 0.3 0.2 0.3 0.2 1 10 50 10 2 40 500 0.4

Warm 
mixed 
forest

650 (700) 0.3 0.2 0.3 0.2 1 10 50 10 2 40 500 0.4

Steppe 450 0.6 0 0 0.4 1 10 50 2 1 30 500 0.4

Hot desert 50 0.6 0 0 0.4 1 10 50 2 1 50 500 0.4

Scrubland 400 0.3 0.2 0.2 0.3 1 10 30 5 2 30 500 0.4

Savanna 500 0.3 0.2 0.2 0.3 1 10 30 5 2 20 500 0.4

Tropical  
woodland

900 (950) 0.3 0.2 0.3 0.2 1 10 30 10 2 20 500 0.4

Tropical 
forest

1200 
(1250)

0.3 0.2 0.3 0.2 1 10 30 10 2 20 500 0.4

a The sensitivity analysis and comparison of IMAGE 2.3 results with other studies and observations have resulted in a modifica-
tion in IMAGE 2.4 of the ßini value from 0.7 to 0.35 and a modification of NPPI estimates.
b HF, humification fraction, which is the fraction of the litter that enters the humus pool; the remainder is oxidized to CO2.
c Values of underlying natural vegetation type are used.

Lifetime 
(yr)
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Net ecosystem productivity (NEP) represents the net C flux between the atmosphere 
and biosphere, and is equal to the NPP minus soil respiration. Negative values indicate 
a net release of CO2, while positive values indicate a net uptake by the biosphere. 

The C cycle model includes different climate feedback processes that modify NPP and 
soil decomposition (and thus NEP) in each grid cell (Klein Goldewijk et al., 1994; Van 
Minnen et al., 1995). Some processes increase NEP (negative feedback), while others 
cause a decrease (positive feedback). These feedback processes include the effect of CO2 
(equations 3 and 4), moisture and temperature on plant growth and soil respiration, 
using different response functions depending on temperature, soil water and species 
characteristics. 

	  	 (3)

	  	 (4)

where ßini is the initial CO2 fertilization factor, [CO2]t and [CO2]1970, the atmospheric 
CO2 concentration in year t and 1970, respectively (ppmv), ƒ3(Ti,m, SWSi,m), a multi-
plier (-) for temperature (T) and soil moisture (SWS); ƒ4(nuti, spi, alti), a multiplier (-) for 
nutrient availability (nut), species characteristics (sp) and altitude (alt) in grid cell i (all 
constant over time).

It should be noted that all C fluxes within the terrestrial C cycle are calculated using 
a monthly time step, aggregated to annual totals for use in C balance calculations. 
With the monthly resolution we can take into account the plant responses in different 
seasons. This temporal resolution is also consistent with the downscaling of monthly 
climate-change patterns in the atmosphere-ocean system.

The atmosphere-ocean model of IMAGE (Eickhout et al., 2004) computes changes in 
the atmospheric concentration of CO2 and other greenhouse gases from land use and 
energy-related sources, while accounting for oceanic and terrestrial C uptake and at-
mospheric chemistry. The atmospheric changes control climate change, which are sub-
sequently calculated and linked to scenarios of advanced climate models (i.e. GCMs) to 
obtain regional changes in monthly temperature and precipitation (chapter 9).

IMAGE explicitly distinguishes four major land-cover conversions: (i) natural vegeta-
tion to agricultural land (either cropland or pasture); (ii) agricultural land to natural 
land-cover types; (iii) forests to regrowth forests; and (iv) one type of natural vegeta-
tion into another. The terrestrial C cycle model consistently, both in time and space, 
handles the effects of these land-cover conversions on the global C pools and fluxes. 
These effects may be considerable. For example, different transformations occur after 
conversion of natural vegetation to agricultural land or regrowth forest: (i) emission 
of part of the living biomass into the atmosphere via biomass burning during tropical 
deforestation; (ii) use of living biomass for wood products (stems and branches may be 
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harvested); (iii) use of living biomass for fuel (fuelwood is used as a traditional energy 
source); (iv) decomposition and transformation to non-living biomass and (v) decom
position of non-living biomass (litter, soil organic matter).

The conversion from one natural land-cover type to another also alters NPP and NEP. 
The processes involved are influenced by the rate of climate change and the possibility 
of natural land-cover types adapting to new conditions. The procedure for calculating 
this transient response for each grid cell starts with the BIOME model’s computation 
of the potential natural land-cover type for each grid cell. The potential land cover 
within a grid cell may change from what it was in earlier time steps; if this land cover 
is located within the potential migration zone, the transformation to the new land-
cover type can begin. If not, the old type remains, and it is assumed that its NPP cannot 
increase to mimic the process of degradation. If transformation from one natural land-
cover type to another begins, NPP also changes over the assigned transition period. 
These periods are assumed to be short if plant types disappear from a grid cell, but 
long if new plant types are introduced.

The assumed migration distances and rates are based on plant species occurring in 
each land-cover class (Van Minnen et al., 2000). For example, grasses grow fast and 
are assumed to be widely dispersed, therefore migrating rapidly over long distances. 
Tree species grow and disperse more slowly, and have smaller migration potentials. 
The resulting vegetation shifts are therefore a function of distance and growth rates 
of vegetation types.

Carbon plantations 
Carbon plantations were introduced as a new land-cover class in IMAGE 2.3 for assess-
ing land-use related activities as options for achieving stabilization of the atmospheric 
CO2 concentration, the ultimate objective of Article 2 of the United Framework Con-
vention on Climate Change (UNFCCC, 1993). The net C sequestration potential is used 
to quantify the additional C sequestration by C plantations compared to the natural 
land cover that would otherwise grow at the same location, and the C losses associ-
ated with the conversion from natural land cover into a plantation. This sequestration 
potential is calculated according to Van Minnen et al. (2006b):

	  	 (5)

where Cseq is the net C sequestration in a grid cell in the period t0 to 2100 (Mg C km-2), 
t, the year (2000-2100), t0, the start-year of C plantations in a grid cell, NEPCP, t, the NEP 
for the tree species with fastest growth in a grid cell (Mg C km-2 yr-1), NEPt, the NEP of 
the original vegetation according the baseline scenario (Mg C km-2 yr-1), E, the above-
ground C of the original vegetation (Mg C km-2), and b, the burning of the original 
vegetation (b is either 0 or 1). When a natural forest or woodland is converted to a C 
plantation, it is assumed that the original vegetation is burnt entirely (b = 1), resulting 
in instantaneous CO2 emission (E).
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Hence, all C fluxes and pools in vegetation and soil are considered, including the C 
losses due to the establishment of the plantations. Alternative land-use options are 
considered in the allocation of plantations in order to avoid conflicts with, for example, 
food production.

Six plantation types have been selected on the basis of the ‘Top 14 Most Planted World’s 
Trees’ (FAO, 2001; Del Lungo, 2003) to represent the most suitable species in different 
geo-climatic regions around the world (Table 7.2). NPP and NEP for each plantation 
type are determined by multiplying the NPP of the natural land-cover type that best 
matches the tree species considered by an additional growth factor (AGF, Table 7.3). 
The AGF values for each plantation type are based on an extensive literature review as 
described in Van Minnen et al. (2006b). 

Two types of management practices can be considered: (i) harvesting, in which a plan-
tation is harvested at the moment of maximum C sequestration followed by regrowth; 
(ii) non-harvesting, in which a plantation is not harvested but grows to a stable level of 
C storage after which additional C sequestration is limited. One application of model-
ling carbon plantations with IMAGE is discussed in chapter 9.

In addition to the biophysical model for C plantations, costs are included, enabling 
a comparison with other options to mitigate the build-up of CO2 in the atmosphere. 
Costs in this respect refer only to land and establishment costs. Other types of costs are 
excluded for different reasons (e.g. compensation by revenues from timber). We refer 
to Strengers et al. (2006) and Van Vuuren et al. (2006) for details on the cost aspects of 
C plantations.
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Table 7.2. Tree species selected for carbon plantations in IMAGE 2.3 and their climatic 
requirements.

Tree species Corresponding 
natural land-
cover type

Tcold
a

(°C)
Moistureb

(-)
GDD5min

c

(°C)

1 Eucalyptus camadulensis 
(river red gum)

Tropical 
deciduous

>15.5 0.45-0.8

2 Eucalyptus grandis (rose 
gum)

Tropical 
evergreen

>15.5 0.8-1.0

3 Pinus radiata (radiata pine) Temperate 
evergreen

>5 0.55-0.95

4 Populus nigra (black 
poplar)

Temperate 
deciduous

-15 to 15.5 0.65-1.0 1200

5 Picea abies (Norway spruce) Boreal 
evergreen

-35 to -2 0.75-1.0 350

6 Larix kaempferi (Japanese 
larch)

Boreal 
deciduous

< 5 0.65-1.0 350

a Tcold is the average temperature of the coldest month.
b Moisture is expressed as the Priestley Taylor index, i.e. AET/PET (Cramer and Solomon, 1993). 
The lower end of the range can decrease due to increasing Water Use Efficiency (WUE) as a 
result of increasing atmospheric CO2 levels. 
c GDD5min is the minimum growing degree days for establishment (considering a 5°C base). 
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Energy crops
As in IMAGE 2.3, a separate land-cover type is assigned to energy crops. Three energy 
crops are distinguished: sugarcane, maize and ‘wood’ (i.e. fast growing tree species 
like poplar and willow in short rotation cycles) (see also chapter 5). This allows us to 
model (i) the interaction or even competition between agricultural land for growing 
either energy or food and feed crops and (ii) the consequences for the C cycle to use 
abandoned agricultural land to grow either energy crops, carbon plantations or let it 
recover to a (more or less) natural state (Van Vuuren et al., 2006). The parameters in the 
carbon cycle model are set to focus on growing energy crops capturing ‘energy’ (and 
thus carbon) instead of maximizing the size of the ‘edible’ parts. This is also shown in 
Table 7.1, where the NPPI values of energy crops (i.e., the main parameter determining 
the outcome of the NPP simulation) are much higher than the average values for agri-
cultural land. These NPPI values were obtained by matching the energy crop results of 
the C cycle model as much as possible with the agricultural model (in terms of C). In 
order to match the energy crop yields in different latitudinal belts, the temperature/
photosynthesis response curves also had to be adapted for energy crops.

7.3 	 Sensitivity analysis

A number of experiments have been performed with IMAGE 2.3 to analyze the con
sequences of uncertainties in various biogeochemical and migration processes for the 
C cycle. The experiments use the IPCC-SRES A1b scenario (Nakicenovic et al., 2000) 
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Table 7.3. Growth characteristics of carbon plantations listed in Table 7.2.

Tree Species Yield
(m3ha-1yr-1)

Recovery 
period
(yr)

LRLa

(yr)
HIb

(-)
WDc

(Mg DM 
m-3)

FNPPCP
d

(Mg C
ha-1yr-1)

AGFe

(-)

1 E. camadulensis 12 (3-20) 8 15 0.65 0.550 18.9 2.02
2 E. grandis 20 (10-35) 8 15 0.70 0.425 22.2 1.77
3 P. radiata 14 (10-30) 15 28 0.87 0.450 11.0 1.62
4 P. nigra 16 (8-28) 18 25 0.83 0.350 11.8 1.77
5 P. abies 11 (4-20) 30 60 0.87 0.400   8.2 1.49
6 L. kaempferi 7   (4-12) 25 60 0.87 0.490   5.6 1.11
a Likely Rotation Length (LRL) for E. camadulensis (eucalyptus) was obtained from FAO (2001),  
for P. radiata (pine) LRL was based on the average of Nabuurs and Mohren (1993), Nilsson and 
Schopfhauser (1995) and Del Lungo (2003), for P. nigra (black poplar) on Nabuurs and Mohren 
(1993) and Del Lungo (2003); for P. abies (Norway spruce) on the upper limit given by Nilsson 
and Schopfhauser (1995), and for L. kaempferi (Japanese larch) LRL was obtained from differ-
ent yield tables (e.g. Cannell, 1982; Schober, 1975).
b Harvest Index (HI) data are based on information from IPCC (2004).
c Wood density (WD) in Mg Dry Matter (DM) m-3 oven-dry wood. Data stem from IPCC (2004), 
Nabuurs and Mohren (1993), Ilic et al. (2000), and Gracia and Sabate (2002).
d FNPPCP is the average NPP of full grown plantations around 1995. It is a function of yield, 
recovery period, LRL, HI and WD (Van Minnen et al., 2006b).
e AGF is the growth rate of a plantation (i.e. FNPPcp) compared to the average growth (i.e. NPP) 
of the natural land-cover type that best matches the tree species considered (see Van Minnen 
et al., 2006b for more details).
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as baseline. A1b represents an intermediate scenario in terms of anthropogenic driv-
ers and, consequently, emissions of greenhouse gases and deforestation. For example, 
the global CO2 emission in 2100 for A1b is 17.6 Pg C yr-1, which is in the range of 6.2 
(B1 scenario) to 30.9 Pg C yr-1 (A2). The effect of greenhouse gas emissions on global 
climate change is based on a medium-climate sensitivity of 2.5°C for a doubling of 
the CO2 concentration relative to the pre-industrial era. Regional temperature and 
precipitation changes are derived from downscaling global values using the output of 
the HadCM2 model (GCM of the Hadley Centre). The effects of using alternative climate 
models and climate sensitivities can be found in Leemans et al. (2002).

All experiments except the baseline assume a constant land-use pattern. Although the 
IMAGE model is explicitly designed to deal with land-use change, such changes are ex-
cluded here in order to focus on the effects of vegetation response for the terrestrial C 
cycle per se. Furthermore, without land-use change our results can be compared more 
easily with other studies which seldom consider land-use changes. As an illustration, 
we show the A1b baseline results with and without considering land-use change (Table 
7.4). This allows for comparing the importance of biophysical and biogeographical 
processes for the C cycle with that of land-use change.

The experiments vary in terms of the assumptions made regarding biogeochemical 
processes and migration of plants as they respond to climate change. They are grouped 
in five sets of experiments (Table 7.4), focusing on CO2 fertilization, NPP response to 
climate, migration and soil respiration. A final set comprises combined experiments to 
investigate interactions between processes.

In the first set of experiments we vary parameters that determine the CO2 fertilization 
effect in IMAGE 2.3. The initial CO2 fertilization factor ßini (equation 4) is assumed to 
be 0.7. This implies a maximum of 70% NPP increase at a doubled CO2 concentration, 
assuming that other factors are not limiting. Because of the two multipliers, the actual 
fertilization factor ßi,m is lower (globally 0.43 over the year) with a considerable vari-
ation in biomes and time. For example, the value is 0.2 for boreal forest in winter and 
0.51 for tropical forest (Brinkman et al., 2005). The value of the fertilization factor is 
uncertain. Harvey (1989) and Alexandrov et al. (2003) proposed a value of between 0.3 
and 0.6, whereas Cao and Woodward (1998) expected a saturation of the effect on the 
longer term, and Heath et al. (2005) and Körner et al. (2005) even questioned the exist-
ence of long-term and large-scale CO2 fertilization. For analyzing the sensitivity of the 
C cycle model, we modified ßini in three experiments (Table 7.4).

In the second set we vary the NPP response to changing temperature (Table 7.4). The 
NPP response was implemented in IMAGE by an optimum curve proposed by Wood-
ward et al. (1995) and Larcher (2003). The effect of temperature on NPP is assumed 
constant after 2000 in experiment ConstTempNPP. 

The third set focuses on soil respiration (Table 7.4). Uncertainties in this process may 
have considerable consequences for the C cycle because of the large amounts of C 
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stored in the soil, with a mixture of decomposition rates (Davidson and Janssens, 2006). 
Main drivers of soil decomposition are temperature and moisture availability (Jenny et 
al., 1949; Knorr et al., 2005; Davidson and Janssens, 2006). In one experiment we kept 
soil respiration rates constant from the year 2000 onwards, ignoring changes in tem-
perature or moisture availability (experiment ConstRes). In experiment NewSoilResp 
we replaced the default optimum curve of temperature on soil decomposition by the 
Arrhenius equation of the LPJ model (Sitch et al., 2003) (Table 7.4). The Arrhenius equa-
tion describes an exponential response of soil respiration to increasing temperatures: 
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Table 7.4. Experiments on the sensitivity analysis of the IMAGE 2.3 C cycle model.

Experimenta Summary

Baseline
Base_A1b A1b SRES baseline scenario, including changes in land use.
NoLUC A1b Baseline scenario based on HadCM2 climate model and 

excluding land-use changes.
Set 1. CO2 fertilization

(-) 0Fert No CO2 fertilization  (ßini = 0).
(-) 50Fert CO2 fertilization is 50% of the original response (ßini = 0.35).
(-) ConstFert Maintenance of  the CO2 fertilization effect in each grid cell at its 

1995 value.
Set 2. NPP response to climate

(-) ConstTempNPP Maintenance of  the NPP response to changing temperature in each 
grid cell at its 1995 value.

Set 3. Soil respiration
(-) NewSoilresp Soil respiration response curve of IMAGE 2.3 is replaced by the 

Arrhenius equation (Lloyd and Taylor, 1994) as used in the LPJ model 
(Sitch et al., 2003).

(+) ConstResp Maintenance of  the soil respiration response to changing climate (i.e. 
moisture and temperature) at its 1995 value in each grid cell.

Set 4. Migration
(-) NoMigration Migration as a response to climate change is excluded. 
(+) FastMigration Instantaneous migration in response to climate change.

Set 5. Combined experiments
NoFeedbacks All feedbacks (No CO2 fertilization, temperature and moisture 

responses, migration) are excluded.
NoNegFb All negative feedbacks (i.e. experiments indicated by ‘-‘, i.e. no CO2 

fertilization, constant temperature effect on NPP, no migration and 
with an Arrhenius response curve for soil respiration) are excluded.

NoPosFb All positive feedbacks (i.e. experiments indicated by ‘+’, i.e. constant 
effect of temperature and moisture on soil respiration, instantaneous 
migration) are excluded.

   OnlyTempNPP All feedbacks except the temperature effect on NPP are excluded.
OnlyCResp All feedbacks except temperature and moisture effect on soil 

decomposition are excluded.
OnlyTempNPP_Resp All feedbacks except the temperature effect on NPP and the 

temperature and moisture effect on soil decomposition are excluded.
ConstClim Maintenance of all temperature and moisture sensitivities at 1995 

values in each grid cell. 

Note that not all experiments consider changes in land use, except base (A1b).
a Negative feedbacks are indicated by ‘(-)’, positive feedbacks by ‘(+)’.
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particularly beyond the optimal temperature range; this leads to higher soil respira-
tion rates compared to the standard IMAGE 2.3 approach.

In the fourth set of experiments we assume alternative migration rates of the natural 
land-cover types (Table 7.4). Migration of species as a response to climate change is 
poorly understood (Araujo et al., 2004). Higher migration rates than those derived from 
historical records (Davis, 1981; Huntley and Webb, 1989) may be needed to cope with 
climate change as anticipated in different scenarios (Leemans and Eickhout, 2004). The 
rates will, however, not be infinite and will differ between species, as the geographical 
reorganization of ecosystems is a slow process (Huntley and Webb, 1989). To assess the 
consequences of the uncertainty in migration rates for the terrestrial C cycle we use 
two alternatives (Table 7.4) that are compared to the IMAGE approach of Van Minnen et 
al. (2000). Ignoring the possibility of species migration (experiment NoMigration) leads 
to less-than-optimum or even degraded ecosystems. In the FastMigration experiment 
migration is assumed to occur instantaneously. This results, for example, in immediate 
pole-wards shifts of forests under global warming.

Finally, in the fifth set several combined experiments are included to assess inter
actions between processes: the overall role of climate change, on the one hand, and 
CO2 response on the other, and the full sensitivity range of the experiments (Table 7.4). 
The results of the combined experiments allow comparison with other studies (e.g. 
Cramer et al., 2001; Joos et al., 2001; Friedlingstein et al., 2003) that focus on ‘climate 
only’ and ‘CO2 only’.

7.4 	 Results and discussion

In this section we summarize the main findings of the consequences for the global 
and regional C cycle of uncertainties in the response of the terrestrial biosphere to 
climate change. More details can be found in Leemans et al. (2002) and Van Minnen 
et al. (2006a).

Despite identical fossil-fuel related CO2 emissions in the different scenarios, terrestrial 
C fluxes and pools differ considerably between the experiments (Table 7.5). By ignoring 
land-use changes since 2000 (experiment NoLUC) the NEP increases from about 2.5 Pg 
C yr-1 in the late 1990s to about 6.8 Pg C yr-1 around 2060, followed by a decline to 5.9 
Pg C yr-1 in 2100. If we include changes in land use (Base_A1b), the NEP is projected to 
increase continuously up to 2100 due to increasing abandonment of agricultural land 
(Table 7.5).

Global NEP reaches 7.4 Pg C yr-1 in 2100 when ignoring all positive feedbacks (experi-
ment NoPosFb), whereas it remains approximately constant at 0.7 Pg C yr-1 if all feed-
backs (CO2 and climate) are ignored, while the terrestrial biosphere turns into a source 
of C if all negative feedbacks are excluded (NoNegFb) or if only the climate effect on 
soil decomposition is considered (OnlyCResp).
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The differences in terrestrial C fluxes and pools cause large differences in atmospheric 
composition and global climate (Table 7.6). For example, the CO2 concentration in 2100 
varies, respectively, from 749 to 696 ppm in the baseline with and without changes 
in land use, and from 658 to 946 ppm in the experiments (see also Van Minnen et al., 
2006a).

The analysis of the importance of individual biogeochemical feedbacks for the global 
C pools and fluxes (Table 7.5, set 1) shows the dominant role of CO2 fertilization. If we 
ignore CO2 fertilization (0Fert), the global NPP and NEP are projected to increase by 
only 5.4 and 0.7 Pg C yr-1, respectively, between 2000 and 2100, compared to 31.5 Pg C 
and 5.3 Pg C in the baseline. It should be noted that the parameter setting of the CO2 
fertilization in IMAGE is at the high end of the scale in the literature. But even if we as-
sume a 50% lower CO2 fertilization effect (50Fert), the C pools and fluxes are projected 
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Table 7.5. Global terrestrial C pools and fluxes for the different experiments.

NPPa

(Pg C yr-1)
NEPb

(Pg C yr-1)
Living biomassc

(Pg C)
Soil carbond

(Pg C)

2050 2100 2050 2100 2050 2050 2050 2100

Baseline
Base_A1b 77 86 6.3 6.6 535 613 1675 1801
NoLUC 77 89 6.4 5.9 641 779 1684 1842

Set 1. CO2 fertilization
0Fert 62 64 1.4 1.3 562 602 1583 1585
50Fert 70 78 4.1 3.9 606 701 1639 1729
ConstFert 65 67 1.7 1.4 582 627 1616 1627

Set 2. NPP response to climate
ConstTempNPP 75 85 5.2 4.6 629 743 1669 1787

Set 3. Soil respiration
NewSoilresp 77 90 5.7 5 642 784 1699 1813
ConstResp 76 87 7.4 7.2 639 768 1710 1934

Set 4. Migration
NoMigration 76 86 5.5 4.4 632 738 1676 1800
FastMigration 77 89 6.8 6.3 650 793 1690 1880

Set 5. Combined experiments
NoFeedbacks 58 57 0.8 0.9 531 533 1585 1602
NoNegFb 58 57 -1.6 -1.9 531 529 1562 1445
NoPosFb 77 88 7.6 7.4 647 781 1715 1944
OnlyTempNPP 60 62 2.2 2.4 547 573 1603 1666
OnlyCResp 58 57 -0.4 -0.5 531 533 1555 1502
OnlyTempNPP_Resp 60 62 0.9 0.8 547 574 1573 1563

   ConstClim 74 84 5.9 5.4 623 726 1692 1860

Note that positive fluxes represent a carbon uptake by the biosphere.
a 1970-1980 average NPP is 58 Pg C yr-1; NPP for 2000 ranges from 58 to 62 Pg C yr-1.
b 1970-1980 average NEP is 0.6 Pg C yr-1; NEP for 2000 ranges from 0.5 to 2.7 Pg C yr-1.
c 1970-1980 average living biomass is 537 Pg C; biomass for 2000 ranges from 450 to550 Pg C.
d 1970-1980 average value for the global soil carbon pool is 1572 Pg C and 1598 Pg C for the 
NewSoilResp experiment; the global soil carbon pool for 2000 ranges from 1493 to 1600 Pg C.
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to change more than with climate-induced feedback processes. The dominance of the 
CO2 fertilization effect is in line with other modelling studies that have compared the 
role of CO2 with the effect of climate change (Cramer et al., 2001; Joos et al., 2001; 
Friedlingstein et al., 2003).

Despite the projected prominent role of CO2 fertilization, the climate-driven feedbacks 
also have considerable effects on the global land cover, and C pools and fluxes (Table 
7.5). If all climate feedbacks are ignored (experiment ConstClim), the C storage in 
vegetation is projected to increase by 7% less than in the baseline, whereas soil C storage 
exceeds the baseline by 1%. This 1% exceedance is caused by the response of soil decom-
position to changing temperatures and soil moisture availability. The relevance of this 
response for the terrestrial C cycle can be illustrated by comparing the baseline with the 
experiment with a constant response (experiment ConstSoilResp) and the experiment 
that excludes all feedbacks except this respiration response (experiment OnlyCresp). In 
the case of a constant response, soil decomposition is projected to decrease and more 
C is stored in the soil (despite the smaller input from the vegetation), resulting in a 22% 
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Table 7.6. Atmospheric CO2 concentration, global mean temperature change and global mean 
precipitation change for 2050 and 2100 for the different experiments.

Atmospheric CO2 
concentration
(ppmv)

Global mean 
temperature changea 
(°C)

Global mean 
precipitation changea 
(mm yr-1)

2050 2100 2050 2100 2050 2100

Baseline
Base_A1b 560 749 2.0 3.4 29 58
NoLUC 527 696 1.9 3.2 26 55

Set 1. CO2 fertilization
0Fert 590 854 2.1 3.7 29 62
50Fert 555 765 2.0 3.4 29 58
ConstFert 572 831 2.0 3.6 29 62

Set 2. NPP response to climate
ConstTempNPP 537 729 1.9 3.3 26 51

Set 3. Soil respiration
NewSoilresp 532 714 1.9 3.3 26 55
ConstResp 519 666 1.9 3.1 26 55

Set 4. Migration
NoMigration 533 726 1.9 3.3 26 55

   FastMigration 523 685 1.9 3.2 26 51
Set 5. Combined experiments

NoFeedbacks 600 873 2.2 3.7 33 62
NoNegFb. 619 946 2.2 3.9 33 69
NoPosFfb 515 658 1.8 3.1 26 51
OnlyTempNPP 588 833 2.1 3.6 29 62
OnlyCResp 611 911 2.2 3.8 33 66
OnlyTempNPP_Resp 599 872 2.2 3.7 29 62

   ConstClim 531 708 Constant climate
a Compared to the 1961-1990 average.
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increased NEP by 2100. If we only include the temperature effect on soil decomposi-
tion, the terrestrial biosphere is projected to turn into a C source around 2050.

Likewise, if we change the NPP response to changing temperatures (ConstTempNPP) or 
exclude migration (NoMigration), the global NEP in 2100 is projected to be about 25% 
lower than in the baseline. This lower projection results from a degradation of ecosys-
tems under the changing climate conditions when migration is not allowed in IMAGE. 
In contrast, allowing instantaneous migration (FastMigration) the global forest area, in 
particular, is projected to increase (Van Minnen et al, 2006a), resulting in a 7% higher 
NEP compared to the baseline.

Regionally, the differences between the experiments are even larger than at the global 
scale (Table 7.7; Figure 7.1). Without any feedback process (NoFeedbacks), NPP and 
NEP of most land-cover types remain constant, while savanna biomes even become a 
small C source. If we ignore negative feedback processes (NoNegFb), all biomes turn 
into a source of C.

Table 7.7. Global mean NEP in g m-2 yr-1 for different ecosystem types.

Boreal 
forest

Tropical 
rainforest

Savanna Scrubland Grassland

2050 2100 2050 2100 2050 2100 2050 2100 2050 2100

Baseline
Base_A1b 93 101 157 171 74 46 64 30 44 30
NoLUC 87 92 130 103 49 27 44 44 40 33

Set 1. CO2 fertilization
0Fert 29 33 15 11 3 -3 0 5 12 10
50Fert 61 66 78 64 28 14 25 27 28 23
ConstFert 35 36 19 13 6 -3 5 8 13 11

Set 2. NPP response to climate
ConstTempNPP 53 53 128 110 43 26 36 36 27 21

Set 3. Soil respiration
NewSoilresp 82 86 112 83 42 20 42 41 40 31
ConstResp 112 126 132 101 52 29 51 50 54 52

Set 4. Migration
NoMigration 82 70 128 103 36 23 24 20 25 15
FastMigration 108 126 132 106 39 28 47 45 42 35

Set 5. Combined experiments
NoFeedbacks 21 28 14 16 -9 -13 3 3 6 4
NoNegfb -26 -41 -15 -10 -14 -11 -15 -12 -17 -20
NoPosfb 129 153 133 103 43 30 51 51 54 53
OnlyTempNPP 57 69 19 15 -4 -10 10 8 20 21
OnlyCResp -9 -8 8 12 -14 -17 -6 -3 -8 -11
OnlyTempNPP_Resp 28 31 13 10 -8 -14 3 2 6 3

   ConstClim 76 73 127 103 47 28 42 37 37 37

Initial value is the average NEP for the period 1970-1980; for boreal forest this is 17 g C m-2 yr-1; 
for tropical rainforest 14, for savanna -2, for scrubland 7 and for grassland 10 g C m-2yr-1.
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CO2 fertilization is also the dominating process for the C pools and fluxes on the 
regional scale (Table 7.7; Figure 7.1). Without CO2 fertilization (NoFert), tropical forests 
in South America and Asia turn from a sink into a (small) C source, whereas African 
tropical forests remain a C sink. The most important climate feedback for the terres-
trial C cycle in tropical regions is soil decomposition. Outside the tropical regions other 

2000 2050 2100
0

10

20

30
Pg C/yr

Boreal forest
Net Primary Production

2000 2050 2100
0

10

20

30
Pg C/yr

Tropical forests

2000 2050 2100
0

10

20

30
Pg C/yr

Steppe/grassland

2000 2050 2100
0

1

2

3
Pg C/yr

NoLUC
NoMigration
Nofert
NoFeedbacks

ConsttempNPP
ConstResp

Boreal forest
Net Ecosystem Production

2000 2050 2100
0

1

2

3 Pg C/yr

NewSoilResp

Tropical forests

2000 2050 2100
0

1

2

3
Pg C/yr

Steppe/grassland

Figure 7.1. NPP (left panel) and NEP (right panel) for important biomes in different model experi-
ments dealing with the C cycle. 
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feedback processes are more relevant. The projected 60% increase of the NPP in boreal 
forests in 2100, for example, is the result of a combination of all processes. 

Temperature has a considerable impact on soil decomposition at high latitudes. Boreal 
forests are projected to change into a source of C if we consider only the temperature 
effect on soil decomposition (OnlyCresp). Alternative migration assumptions lead to 
considerable differences in projected C pools and fluxes in boreal forests, savanna and 
grassland around the world. The boreal forest extent shows a particularly large varia-
tion in the experiments, ranging from a reduction of 12% assuming a fast migration in 
some experiments to a 15% increase in many others. Due to this considerable reduction 
in area, alternative migration assumptions have an even larger effect on total NPP of 
boreal forests than CO2 fertilization.

The experiments in sets 1-4 suggest a larger sum of individual responses than the effect 
of combined experiments due to non-linearities (NoFeedbacks, NoNegFb, NoPosFb). 
This shows the importance of considering the biospheric responses to various drivers, 
both simultaneously and in a geographically explicit manner. Furthermore, the differ-
ences between the experiments, in terms of assumptions on the migration capabilities 
of ecosystems, show the need for a better understanding of the spatial dynamics of the 
response of the biosphere to climate change. 

In our baseline A1b scenario we did not see a shift from a global terrestrial sink into a 
source of C for the period 2050-2100, as shown by other model exercises (e.g. Cox et al, 
2004; Sitch et al., 2003). In these studies, the tropics turn into a major source of C due 
to declining NPP, while soil respiration in the rest of the world increases more rapidly 
than NPP as a result of climate warming.

We also project a declining NEP in tropical regions without CO2 fertilization (i.e. 
under climate change only). NPP is projected to decrease due to beyond-optimal 
temperatures and increasing moisture stress, whereas soil respiration is projected to 
increase (especially in the NewSoilResp experiment). However, the decline in the tropics 
is smaller than in other studies (e.g. due to less drought stress) and is counterbalanced 
by increased NEP in other parts of the world (especially boreal forests, showing a large 
response to increasing CO2 levels).

Some results can be used to compare with observations and results of more complex 
Dynamic Global Vegetation Models (DGVM). A few examples will be discussed here; 
more details are given by Van Minnen et al. (2006a). The NPP in the 1990s, calculated 
by IMAGE (61 Pg C yr-1), is within the ranges of observations (54-63) and other model 
applications (55-65 Pg C yr-1) (Cramer et al., 2001; Zaehle et al., 2005). Li et al. (2003) 
and Krankina et al. (2004) reported a contemporaneous NEP of 0.4 Mg C ha-1 yr-1 
and 0.36 Mg C ha-1 yr-1 for Canadian and Russian boreal forest, respectively, whereas 
IMAGE predicts 0.4-0.5 Mg C ha-1 yr-1 and 0.3-0.4 Mg C ha-1 yr-1 for boreal forest in the 
corresponding countries. We may slightly underestimate the C fluxes in tropical forest, 
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having a NEP of 0.5 Mg C ha-1 yr-1 compared to 0.6-0.9 Mg C ha-1 yr-1 (Prentice et al., 
2001) and 0.7 Mg C ha-1 yr-1 (Baker et al., 2004).

With respect to the simulated C cycle up to the year 2100, the global soil respira-
tion flux and vegetation C pools are comparable to outcomes of various DGVMs. The 
projected NPP and the resulting NEP for 2050 and 2100 are also within the range of 
other studies (albeit at the high end), while the projected soil biomass pools exceed 
the range. The maximum projected NEP, for example, is 6.8 Pg C yr-1 (around 2050) 
compared to 5.0 ± 2.5 Pg C yr-1 for the average across a range of DGVMs (Cramer et al., 
2001) and 5.4 ± 2.7 Pg C yr-1 for LPJ in combination with a number of climate models 
(Schaphoff et al., 2006). Many model studies including IMAGE show a decrease in NEP 
during the second half of the 21st century (White et al., 2000; Cramer et al., 2001; 
Friedlingstein et al., 2003).

7.5 	 Concluding remarks

Based on the agreement with observations and similar trends with other modelling 
studies, we conclude IMAGE to be an appropriate model for describing the global and 
continental dynamics of the terrestrial C cycle. We have shown that the terrestrial bio-
sphere will probably store an increasing amount of C in the decades to come, although 
there are large regional differences. This will slow down the build-up of atmospheric 
CO2 concentrations caused by human emissions. The enhanced sink function will de-
crease towards the end of the 21st century and the terrestrial biosphere may even turn 
into a net C source. This would imply stringent mitigation measures to achieve stabili-
zation of GHG in the atmosphere. 

We recognize that there are large uncertainties, especially in terms of CO2 fertilization. 
The sensitivity analysis showed a considerable variation among the experiments in C 
fluxes and pools, indicating the uncertainty of the response of the terrestrial biosphere 
to climate change. The relevance of the different feedback mechanisms depends on the 
scale considered. On the global scale, the most important process for the terrestrial C 
cycle is the CO2 fertilization effect. Even when halving the NPP response to increasing 
CO2 levels, CO2 fertilization remains the dominant process. Other feedback processes 
are mainly relevant at the regional scale.

The dominant role of CO2 fertilization in the global and regional C cycle is in agree-
ment with other modelling studies (Sitch et al., 2003). However, our understanding of 
the large-scale and long-term CO2 fertilization effect is still poor (Heath et al., 2005). 
The feasibility of the large increase in terrestrial C uptake (globally up to 6 Pg C yr-1- 
regionally a doubling or even tripling of the current-day growth in boreal forests) is 
questionable, because other environmental constraints (e.g. nutrient availability) may 
limit growth and thus the CO2 fertilization effect (Alexandrov et al., 2003; Körner et 
al., 2005).



7   Simulating carbon exchange between the terrestrial biosphere and the atmosphere

130130

The series of model experiments with the C cycle model had a number of problems 
which we hope to solve in future updates of the model. Firstly, some of the projections 
are high compared to other modelling studies, mainly due to the strong NPP response 
to changes in atmospheric CO2. Furthermore, not all relevant processes are included 
in the IMAGE 2.4 model. For example, disturbances such as forest fires and pests are 
not included, whereas they may have considerable impacts, for example, in the tropics 
(Cramer et al., 2004) and boreal regions (Li et al., 2003), particularly if disturbances 
change in extent or frequency. Furthermore, the IMAGE 2.4 model does not account for 
biophysical effects such as changes in albedo caused by land-cover changes. In chapter 
9 these biophysical responses are shown relevant for climate change.

The analysis and comparison with other studies and observations, as described in this 
chapter, has resulted in an adaptation of the C cycle parameters in IMAGE 2.4, in par-
ticular, the 50% reduction of the CO2 fertilization factor. Other limitations, such as the 
omission of fires and albedo, will be captured when the IMAGE framework is extended 
by a Dynamic Global Vegetation Model (DGVM) coupled to a General Circulation Model 
for use in detailed climate-change studies (see chapter 9). Nevertheless, a realistic 
representation of all C cycle processes at every temporal and spatial scale will remain a 
major challenge for researchers for many years to come. The C cycle model described 
in this chapter will continue to be part of IMAGE for scenario studies focusing on 
global environmental studies on sustainable development.
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8 	 Modelling the fate of nutrients through 
the soil and hydrological system

•	 IMAGE 2.4 includes a new module to assess the consequences of changing popula-
tion, the economy and technological development for surface nutrient balances, 
and reactive nitrogen emissions from point sources and non-point sources. The cal-
culations are spatially explicit to demonstrate the large-scale and trans-boundary 
effects of local emissions released into the environment.

•	 Processes accounted for in this module are human emissions, wastewater treat-
ment, surface nitrogen and phosphorous balances for terrestrial systems, ammonia 
emissions, denitrification and N2O and NO emissions from soils, leaching of nitrate, 
and transport and retention of N in groundwater and surface water. In order to 
derive spatially explicit scenarios, tools were developed to translate regional or 
country-specific information into grid-specific input parameters.

•	 The new module allows for assessing N and P surface balances and the consequences 
of surpluses for emissions of reactive N to air, groundwater and surface water. In 
addition, policy options can be assessed by modifying various technical coefficients 
and effects of the N cascade.

8.1 	 Introduction

Human activities have accelerated the Earth’s nitrogen (N) cycle by increasing the nat-
ural rate of N fixation (Galloway et al., 2004). Nitrogen fixation is the transformation 
of the highly abundant but biologically unavailable atmospheric dinitrogen (N2) to 
‘reactive’ reduced and oxidized N forms such as ammonia (NH3), nitrate (NO3), nitrous 
oxide (N2O) and nitric oxide (NO).

Specialized algae and bacteria, either free-living or in a symbiotic relationship with 
higher plants, especially legumes cause biological N fixation. Estimates of biological 
N fixation in marine systems range from <30 Tg to >300 Tg yr-1 (Tg, teragram; 1 Tg 
= 1012g) (Vitousek et al., 1997). Biological N fixation in natural terrestrial ecosystems 
accounts for 100-290 Tg yr-1 (Cleveland et al., 1999). Lightning causes further natural 
N fixation (<10 Tg yr-1) (Galloway et al., 2004). Anthropogenic N fixation occurs in N 
fertilizer (80 Tg yr-1) and energy (~30 Tg yr-1) production as well as in the cultivation of 
leguminous crops in agricultural systems (40 Tg yr-1) (Galloway et al., 2004). The result-
ant total human-induced increase of global N fixation is about 150 Tg yr-1.

While most of the reactive N emissions occur locally in the terrestrial system, the 
influence of these emissions spreads regionally and globally as they move through 
water and air across political and geographic boundaries causing eutrophication. The 
process of eutrophication is the biogeochemical response to enrichment with plant 
nutrients, primarily N and P (phosphorus).
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Atmospheric N deposition rates onto the Earth’s surface have increased from threefold 
to more than tenfold since pre-industrial times (Galloway et al., 2004). In terrestrial 
ecosystems eutrophication caused by increased N deposition has a number of impor-
tant negative impacts, including loss of biodiversity (Bobbink et al., 1998).

The problem of eutrophication of aquatic ecosystems has continued in all densely 
populated countries, particularly since the 1950s, and is affecting lakes, reservoirs, 
estuaries and coastal seas (Vollenweider, 1992). Harmful effects of eutrophication in 
coastal marine systems have been spreading rapidly, with large-scale implications for 
biodiversity, water quality, fisheries and recreation in both industrialized and devel-
oping regions (UNEP, 2002). In freshwater and coastal marine systems it is not only 
the inputs of N but also the alteration of the stoichiometric balance of N, P and silica 
(Si) (Rabalais, 2002) that affect both the total production and quality. In combination 
with increased N fluxes during the past decades, similar changes have occurred with 
P (Smith et al., 2003), while the Si loads have remained constant or even decreased in 
many rivers, primarily as a result of dam construction (Conley, 2002). When diatom 
growth is compromised by Si limitation, non-diatoms may be competitively enabled, 
with a dominance of flagellated algae, including noxious bloom-forming communities 
(Turner et al., 2003). Thus food web dynamics leading to fishery harvests are affected 
by shifts in the relative availability of N, P and Si.

IMAGE 2.4 now includes approaches to assess the consequences of changing popula-
tion, the economy and technological development for nutrient (N and P) emissions 
from both point and non-point (diffuse) sources. Such approaches were absent in earlier 
versions of IMAGE. In addition, scenarios for fertilizer use were based on economic 
development only, without considering agricultural production and efficiency of 
nutrient use.

The IMAGE 2.4 calculations discussed in this chapter are spatially explicit to allow 
demonstration of the large-scale and trans-boundary effects of local emissions that are 
spread in the environment. The new approach consists of a number of elements such 
as: (i) sewage effluents from point sources, including wastewater from households and 
industrial activities; (ii) surface N and P balances for non-point sources; (iii) NH3 emis-
sions for non-point sources; (iv) denitrification in soils; (v) nitrous oxide and nitric oxide 
emissions to air; (vi) leaching of nitrate from the subsoil to groundwater; (vii) transport 
and retention of N in groundwater and surface water; and (viii) tools for construction 
of scenarios. These new elements will be briefly discussed in the subsequent sections 
8.2-8.4. Although the method for calculating the river export of particulate P was 
presented by Beusen et al. (2005), handling the surplus of P (soil P fixation, erosion and 
re-deposition within river basins, and P leaching) has yet to be worked out. Section 8.5 
provides an example of the kind of results that can now be generated by IMAGE 2.4.
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8.2 	 Point sources

The basis of the calculation of emissions from point sources is the conceptual relation-
ship from Van Drecht et al. (2003) between per capita human N emission from human 
excreta and other household and industrial wastes, and per capita income:

	 (1)

where Nem is the per capita daily human N emission (g per person per day) and GDP 
the per capita gross domestic product (1995 US$ per capita per year). The GDP for each 
country is divided by 43,639, the world’s highest per capita GDP in 1995 (Switzerland). 
Low-income countries have human per capita N emissions of about 10 g per day; for 
industrialized countries these emissions amount to between 15 and 18 g per day. Data 
for a number of industrialized countries show good agreement with equation (1) (Van 
Drecht et al., 2003).

The amount of N that is actually discharged to surface water is estimated as follows:

 (2)

where Nsw is the net N emission to surface water (g per person per day), R, the re-
moval of N in wastewater treatment expressed as a fraction of the N influent to treat-
ment plants, and D the fraction of the population connected to sewerage systems. D is 
known for most OECD countries from the literature for at least one year in the period of 
1970 to 1995. For years where no data are available, D is calculated from the trend, in 
the product of the urban population fraction and the fraction of the urban population 
with access to improved sanitation.

This implies an exclusion of human N emissions from the rural population in these 
cases (mainly developing countries) (Figure 8.1). Access to improved sanitation differs 
between rural and urban areas. For industrialized countries access is generally 100% 
for both rural and urban populations, while outside Europe, sewerage systems in rural 
areas are rare. Particularly in the rural areas of many developing countries, human 
waste is commonly collected in latrines or septic tanks; we assume that this waste does 
not enter the surface water (Figure 8.1).

The removal of nitrogen (R) is calculated as the weighted average of no treatment, and 
mechanical, biological and advanced treatment. Data on the distribution over the dif-
ferent types of treatment are known for most European countries (EEA, 1998; Eurostat, 
2000). Data for other countries rely on various sources. For countries where no data 
were found to estimate R we use regional estimates on the basis of primarily WHO/
UNICEF (2000). In most developing countries the overall N removal rate is low, because 
advanced and biological treatment systems are not widespread. Errors in the estimated 
effluent from sewerage systems in developing countries are therefore small.
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To obtain spatially distributed estimates for the total N emission from point sources, we 
use 0.5 by 0.5 degree spatial data on population density for urban and rural areas (Van 
Drecht et al., 2003) and projections for population and per capita GDP.

8.3 	 Non-point sources

Surface balance approach
Since we focus on the geographic distribution of the fate of N and P in the environ-
ment, the surface balance approach considering all relevant input and output terms 
for a given land area is more appropriate than farm-gate or system balances. Farm-
gate or whole system budgets or balances consider the N and P input, output and total 
loss to the farm or system considered without specifying where and in which form 
losses occur (Van der Hoek and Bouwman, 1999).

The annual surface N balance (Figure 8.2) includes the N inputs and outputs for a given 
area of land, here 0.5 by 0.5 degree grid cells. N inputs include biological N fixation 
(Nfix), atmospheric N deposition (Ndep), application of synthetic N fertilizer (Nfert) and 
animal manure (Nman). Outputs in the surface N balance include N removal from the 
field by crop harvesting, hay- and grass-cutting, and grass consumption by grazing 
animals (Nexp). The surplus of the surface N balance (Nsur) is calculated as follows:

	 (3)
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Figure 8.1. Scheme showing estimation of sewage N effluent to surface water.
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The surface N balancing is a steady state approach, not taking into account change of 
N in soil organic matter. Nsur is subject to NH3 volatilization, denitrification and leach-
ing (see below).

For P the same method is used, with the exception that the surplus of P is primarily 
fixed in soils. Although the method for calculating river export of particulate P has 
been presented by Beusen et al. (2005), the handling of the P surplus, erosion and re-
deposition within river basins, and P leaching of P, has yet to be worked out.

Each IMAGE agricultural 0.5 by 0.5 degree grid cell consists of fractions of grassland, 
rice, temperate cereals, maize, tropical cereals, pulses, root and tuber crops, oilcrops 
and other crops. These categories are aggregated into four broad groups, including 
grassland (which is further divided into pastoral grassland and grassland in mixed sys-
tems, see chapter 5), wetland rice, leguminous crops (pulses, soybeans) and other up-
land crops (Figure 8.2). Leguminous crops are considered as a separate group because 
they can fix atmospheric N, while wetland rice is a special case for N cycling because 
of the hydrological conditions promoting denitrification and leaching, NH3 volatiliza-
tion and N fixation. The different input and output terms of the surface balance are 
discussed briefly below.
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Inputs
- N fertilizer (Nfert, Pfert)

Outputs
- Crop and grass harvest,

Grazing (Nexp, Pexp)

N deposition (Ndep)
Biological N fixation (Nfix)

Animal manure (Nman, Pman)-
-
-

Wetland rice

Upland crops

Grassland

Leguminous crops

Grid cell distribution

Surface N balancing for agricultural systems per grid cell

Figure 8.2. Surface N balancing for agricultural systems within each 0.5 by 0.5 degree grid cell in 
IMAGE 2.4. Nsur is defined as the difference between N inputs and outputs according to equation 
(1). Nsur is subject to NH3 volatilization, denitrification or leaching. The steady-state N surface 
balance approach does not account for changes in soil N.
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Nfix. N fixation by pulses and soybeans is calculated from the crop production data 
(FAO, 2005) and N content for these crops. Total biological N fixation in biomass during 
the growing season of pulses and soybeans is calculated by multiplying the N in the 
harvested product by a factor of 2 to account for all above- and below-ground plant 
parts (i.e. according to Mosier et al., 1998). Furthermore, we use a rate of non-symbiotic 
N fixation of 5 kg ha-1yr-1 for non-leguminous upland crops and grassland, and 25 kg 
ha-1yr-1 for wetland rice as proposed by Smil (1999).

Biological N fixation of atmospheric N in natural ecosystems was estimated on the 
basis of N fixation rates taken from the inventory of Cleveland et al. (1999). The biologi-
cal N fixation rates were combined with the spatial distribution of 17 types of natural 
ecosystems and areas of crops and grassland.

Ndep. In the current IMAGE 2.4 model there is no chemistry-transport model to compute 
atmospheric deposition rates from the emission fields for NOx and NH3. Therefore, in 
the work published by Bouwman et al. (2005b) and Bouwman et al. (2005d) the atmos-
pheric N deposition rates for the current situation were calculated with the STOCHEM 
model (Collins et al., 1997), and deposition rates for historical and future years were 
obtained by scaling the current deposition fields for the mid-1990s using emission 
inventories for N gases for the corresponding years (IMAGE-team, 2001; Olivier et al., 
2001). In more recent studies (and in this chapter) we used deposition estimates from 
Dentener et al. (2006).

Nfert and Pfert. We use country data from IFA/FAO/IFDC (2003) on N and P fertilizer 
application rates by crop for the mid-1990s, and subnational data for the U.S.A. (AAP-
FCO/TFI, 2006), and China (China National Bureau of Statistics, 2006a; China National 
Bureau of Statistics, 2006b; USDA, 2006). These data were aggregated to obtain ap-
plication rates for grassland, wetland rice, leguminous crops and other upland crops. 
For years prior to 2000 the application rates are multiplied by the change in crop yield 
obtained from FAO (2005), ignoring changes in efficiency of N and P uptake by crops.

Nman and Pman. For animal manure inputs we use constant N and P excretion rates 
per head for large ruminants (dairy and nondairy cattle, buffaloes), small ruminants 
(sheep and goats), pigs, poultry, horses, asses, mules and camels obtained from Van 
der Hoek (1998). This implies that the N and P excretion per unit of product depends 
on the animal productivity, i.e. the manure production decreases with increasing milk 
and meat production per animal. Animal stocks are obtained from FAO (2005) and sub-
national data for the U.S.A. from AAPFCO/TFI (2006); for China from the China National 
Bureau of Statistics (2006a, b) and USDA (2006). The livestock production for each ani-
mal category is divided into mixed and landless and pastoral systems using data from 
Bouwman et al. (2005c) and US-EPA (2006) (see chapter 5). Within each system the ma-
nure is distributed over grazing, housing and storage systems, and other uses (Figure 
8.3). The fraction grazing is derived from the ratio of grass to total feed in the ration of 
each animal category, as discussed in chapter 5. The data for other uses, and stored but 
unused manure, is primarily based on data presented by Mosier et al. (1998).
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Animal manure N and P available for application to crops and grassland is all ma-
nure in animal houses or stored manure, excluding NH3 volatilization from animal 
houses and storage systems, and other uses (Figure 8.3). Other uses include: (i) manure 
excreted outside the agricultural system, for example, in urban areas, forests and road-
sides; (ii) stored manure that is not used, and (iii) manure used as a fuel or for other 
purposes.

In a number of countries the a priori estimates of the distribution over pastoral and 
mixed and landless systems, and within each system over grazing and stables and 
storage, and other uses, lead to unrealistic annual input rates. In such cases, the manure 
is redistributed until annual input rates are less than or close to pre-defined maximum 
rates, which are 250 kg ha-1 yr-1 of N in mixed and landless systems and 125 kg ha-1 yr-1 
in pastoral systems. Maximum application rates reflect, for example, regulations within 
specific countries or regions, such as the maximum application rate for manure within 
the EU countries of 170–250 kg N ha yr-1.

Nexp and Pexp. Crop N and P export is based on crop production data from FAO (2005) 
for the historical period 1970-2000 with reference to 34 different crop groups, includ-
ing cereals, pulses, soybeans, oilcrops, root and tuber crops, sugar, fibre and industrial 
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Figure 8.3. Method for distributing animal manure over different management systems.
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crops, fruits and vegetables, and stimulants such as coffee and tea. For the U.S.A. (AAP-
FCO/TFI, 2006) and China (China National Bureau of Statistics, 2006a,b; USDA, 2006) 
subnational data are used. The N and P removal in the harvested product is calculated 
from the crop production and N and P content for each crop (Bouwman et al., 2005d) 
and then aggregated to the broad categories wetland rice, leguminous crops and other 
upland crops (Figure 8.2).

To account for the production of fodder crops such as alfalfa, fodder maize and beet, 
which are not reported in international agricultural statistics (FAO, 2005), we use 
estimates for the removal of N in harvested fodder crops from the Organization for 
Economic Co-operation and Development (OECD, 2001) for OECD countries (Bouwman 
et al., 2005c). The production of fodder crops is assumed to take place on arable land, 
and the N removal was added to the crop N and P export for upland crops. For other 
countries the contribution of fodder crops to total crop N and P export is assumed to 
be negligible (Bouwman et al., 2005d) based on data from Bruinsma (2003). For years 
prior to 2000 we assume that the N and P removal in harvested fodder crops in each 
country was proportional to total meat production. Grass-N and P consumption was 
assumed to be 60% of all N inputs (manure, fertilizer, deposition, N fixation) excluding 
NH3 volatilization (Bouwman et al., 2005d).

We ignored N uptake in natural ecosystems, assuming that these systems would not 
have a net accumulation of biomass. This would be incorrect for many managed, semi-
natural, or disturbed natural ecosystems, where net uptake of N occurs. However, we 
find this error acceptable, considering the low N inputs when compared to agricultural 
systems.

Nsur and Psur. The surface balance for N and P is calculated for each grid cell (Figure 
8.4). Comparison with independent estimates has to be done on a nationwide scale. 
Bouwman et al. (2005b) compared data from OECD (2001) and Hansen (2000) and found 
a fair agreement between the global approach in IMAGE 2.4 and the country estimates 
involving very detailed analysis of the various inputs and outputs in agriculture.

Ammonia volatilization
Ammonia volatilization rates for the 10 animal categories for stables and grazing 
systems were taken from Bouwman et al. (1997) (Figure 8.5). Volatilization from the 
spreading of animal manure is calculated with the empirical model based on crop 
type, fertilizer type, manure or fertilizer application mode, soil CEC, soil pH, and cli-
mate, as presented by Bouwman et al. (2002a). As a default we assume that all manure 
applied to crops is incorporated, and manure applied in grassland is broadcast. In the 
model, incorporation leads to considerable reductions of NH3 loss of up to 50% com-
pared to broadcasting (Bouwman et al., 2002a).

Denitrification and leaching
We developed a model for soils under rainfed crops that combines the effect of 
temperature, crop type, soil properties and hydrological conditions on annual mean 
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nitrate leaching and denitrification rates, relying on simplifications of empirical models 
from the literature (e.g. Kolenbrander (1981), Kragt et al. (1990) and Simmelsgaard et 
al. (2000)). 
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Figure 8.4. Surface balance for nitrogen (top panel) and phosphate (bottom panel) for 2000 calcu-
lated according to the scheme in Figure 8.2. Note that the P balance is calculated only for areas 
with known P inputs and outputs, i.e. for agricultural systems.
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Figure 8.5. NH3 emission from housing + storage (top panel) and grazing (middle panel) in 
mixed and landless systems and from spreading of manure in upland cropping systems (bottom 
panel) for the year 2000. The tool for scenario construction (section 8.4) allows us to assess the 
consequences of a change, for example, in the proportion of the production in pastoral versus 
mixed and landless systems, the NH3 emission factor for animal houses and manure storage 
systems, and for the reactive N emissions from the agricultural system as a whole.
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The potential loss from the plant-soil system, Npot (Figure 8.6) is calculated as the dif-
ference between Nsur and the NH3 volatilization (Nvol): 

	 (4)

Denitrification in soil is calculated as an empirical fraction ƒden of Npot:

	 (5)

The denitrification fraction fden is composed empirically of four factors, each ranging 
individually from 0 to 1, with their sum having a maximum value of 1:

	 (6)

where ƒclimate (-) represents the effect of climate on denitrification rates, combining the 
effects of temperature and residence time of water and nitrate in the root zone; ƒtext, 
ƒdrain and ƒsoc (-) are factors representing effects of soil texture, soil drainage and soil 
organic carbon content, respectively.
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Figure 8.6. IMAGE 2.4 calculation of N leaching from root zone to subsoil, shallow groundwater 
and deep groundwater (base flow) to surface water, direct N inputs to surface water from atmos-
pheric N deposition and sewage N effluent (based on Van Drecht et al. (2003)).
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Nitrate leaching (Nlea) – the nitrate in percolating water from the root zone to the sub-
soil where it is no longer available to plant roots – is calculated as follows:

	 (7)

The concentration of nitrate in the percolating water can be calculated for each grid 
cell from the excess of precipitation over evapotranspiration and Nlea. It should be 
noted that Nlea includes surface runoff and water drained by drainage systems which 
are not treated explicitly in our simplified approach (Van Drecht et al., 2003).

In the IMAGE 2.4 approach, climates with a large annual precipitation excess have high 
leaching rates and short residence times of nitrate in the soil solution. In dry climates 
the annual water flow through the soil is small and the residence time of nitrate is 
longer than in humid climates. N transformation rates are higher in tropical climates 
than in temperate ones. In arid climates the precipitation excess is small and soil water 
percolation rates are low. As a consequence, the residence time of nitrate in the soil 
solution is long and nitrate leaching limited. This implies that gaseous N loss processes 
dominate in dry climates as discussed elsewhere (Seitzinger et al., 2006). In temperate 
and humid climates, precipitation excess generally exceeds the available soil moisture 
capacity and, as a consequence, soil water percolation and nitrate leaching rates are 
high.

The factors ƒtext, ƒdrain and ƒsoc account for soil properties that influence denitrifica-
tion through the soil’s water and oxygen status. Fine-textured soils have more capillary 
pores and hold water more tightly than sandy soils do. As a result, anaerobic condi-
tions favouring denitrification may be more easily reached and maintained for longer 
periods in fine-textured soils than in coarse-textured ones. Soil drainage conditions 
also influence soil aeration, and denitrification rates are generally higher in poorly 
drained soils than in well-drained soils. Finally, the soil oxygen status is influenced 
by root respiration and microbial activity. Oxygen consumption by micro-organisms 
is driven by temperature, supply of carbon and water availability. Since temperature 
and soil water are already represented in ƒclimate, we use soil organic carbon content 
as a proxy for the carbon supply. We use 0.5 by 0.5 degree resolution information on 
derived soil properties taken from the WISE database (Batjes, 1997; Batjes, 2002).

Since data on irrigation water use, its efficiency and leaching requirements are not 
available on the scale of our calculations, we ignored irrigation in all crops except 
wetland rice. At present wetland rice production systems cover about 120 Mha or 45% 
of the global total irrigated area (FAO, 2005). Since N fertilizer application rates and 
leaching rates are generally higher in irrigated systems than in rainfed ones (Singh et 
al., 1995), ignoring the remainder of irrigated crops may lead to underestimation of 
nitrate leaching rates in about 10% of the global arable area of ~1400 Mha.

In wetland rice systems the efficiency of fertilizer use is generally low due to high 
NH3 volatilization and denitrification rates (Bouwman et al., 2002a). The effects of soil 
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texture, soil organic carbon, drainage and precipitation surplus for these systems are 
ignored, because they are assumed to be predominantly anaerobic. Since rice is pri
marily produced in subtropical and tropical climates, we assumed denitrification to 
always be 75% of the surface N balance surplus, so that ƒden = 0.75. This value was 
selected on the basis of measurements, indicating that about 30% of the total N input 
or 75% of the surface balance N surplus is lost through denitrification (Van Drecht et 
al., 2003).

Emission of N2O and NO
The IMAGE 2.4 calculation of emissions of N2O and NO from agricultural and natural 
ecosystems are presented in various papers. The method for N2O from soils under 
natural vegetation is from Bouwman et al. (1993) and that for NO from Davidson and 
Kingerlee (1997); Mossier et al (1998) was the source for the calculation of N2O emis-
sion from animal manure storage and grazing systems, along with indirect emissions 
of N2O from groundwater and surface water stemming from N leached from soils.

Finally, direct N2O and NO emission from fertilizer application and spreading of animal 
manure is calculated according to Bouwman et al. (2002b) using residual maximum 
likelihood (REML) models. For N2O the REML model, based on 846 series of measure-
ments in agricultural fields, is used and for NO, based on 99 measurements (Bouwman 
et al., 2002b). The calculations are almost identical to the original results (Bouwman 
et al., 2002b). Slight differences may occur since we use updates for the spatial data-
sets for soil organic carbon content, soil drainage and soil pH (Batjes, 1997; Batjes, 
2002) in IMAGE 2.4 for both 0.5 by 0.5 degrees and 5 by 5 minute resolution. For N2O 
the model is based on: (i) environmental factors (climate, soil organic C content, soil 
texture, drainage and soil pH); (ii) management-related factors (N application rate per 
fertilizer type and type of crop, with major differences between grass, legumes and 
other annual crops) and (iii) factors related to the measurements (length of measure-
ment period and frequency of measurements). The factors used for calculating NO 
emissions include the N application rate per fertilizer type, soil organic-C content and 
soil drainage. The above models for direct N2O and NO emission and a more recent up-
date of the approach for agricultural systems using an extended data set (Stehfest and 
Bouwman, 2006) have been used to compute the so-called fertilizer-induced emissions 
of N2O and NO, which are used in the IPCC methodology for national greenhouse gas 
inventories to represent the anthropogenic emission. These results were used in the 
update of the IPCC default emission factor (IPCC, 2006). The leaching of nitrate from 
the subsoil (Figure 8.6) is used to compute the ‘indirect’ emissions of N2O, i.e. emission 
from groundwater and surface water.

The calculation of NH3 volatilization, denitrification, N2O and NO emissions, and leach-
ing are done on a grid basis from which aggregations for countries or world regions 
can be made (Figure 8.7).

143



8   Modelling the fate of nutrients through the soil and hydrological system

144144

Transport and retention in groundwater and surface water
The groundwater flowing into draining surface water is generally a mixture of water 
with varying residence times in the groundwater system. The nitrate concentration 
in groundwater depends on the historical year of water infiltration into the saturated 
zone and on the denitrification loss during its transport.

In many parts of the world the use of N fertilizers was much less 3 to 4 decades ago 
than it is at present (FAO, 2005). Groundwater that infiltrated in the 1960s or 1970s 
will therefore contribute less nitrate to the surface water than more recently in
filtrated groundwater, with concentrations corresponding to current fertilization rates 
(Meinardi, 1994). Hence, for simulating the outflow concentration of nitrate from the 
groundwater system, we need to consider the distribution of residence times of water 
leaving the groundwater system and the historical fertilizer N inputs. We therefore 
applied the flowpath approach for a typical homogenous groundwater system 
described in detail in Van Drecht et al. (2003).

Two subsystems are distinguished: (i) those with rapid transport of nitrate in surface 
runoff and flow through shallow groundwater to local water courses and (ii) those 
with slow transport through deep groundwater towards larger streams and rivers (base 
flow) (Figure 8.6). The rapid flow responds with a varying but, generally, short delay to 
variation in the precipitation surplus during the year, while the base flow shows only 
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the total agricultural area (arable land and grassland) for Western European countries (Modified 
from Bouwman et al. (2005d)).
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slight variation throughout the year. We assumed that shallow groundwater recharges 
the deep groundwater layer as well as discharging into local water courses. Hence, the 
concentration in the upper part of the deep groundwater will equal that of the outflow 
from the shallow groundwater.

The partitioning of water entering each groundwater layer and surface water is esti-
mated according to Klepper and Van Drecht (1998) from characteristics such as soil 
texture, thickness of aquifers, geology, slope and other factors. The nitrate concentra-
tion of the outflow for each groundwater layer is calculated by combining the effects 
of historical N inputs from fertilizer, manure and atmospheric N deposition, residence 
time and denitrification. Historical N inputs are obtained from the above-surface N 
balance calculations. The residence time is obtained from the effective porosity and 
aquifer thickness, which depend on the characteristics of the aquifer considered. 
Values for effective porosity and aquifer thickness were applied to the geological map 
of the world taken from Klepper and Van Drecht (1998).

The nitrate concentration of the outflow from shallow aquifers is reduced by using a 
half-life of two years. We assumed most of the dissolved organic carbon compounds re-
quired by denitrifiers as electron donors to be decomposed in the shallow groundwater 
layer; hence denitrification rates gradually decrease with depth, and are assumed to be 
zero in the deep groundwater layer (see references in Van Drecht et al., 2003).

The total N from point sources, direct atmospheric deposition and nitrate flows from 
shallow and deep groundwater form input to the surface water within each grid cell. 
Once N enters the aquatic system, in-stream N transformations will occur which are 
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Figure 8.8. Global total N river export for 1995 (Modified from Van Drecht et al. (2003)). 
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primarily concerned with metabolic processes removing N from the stream water by 
transferring it to the biota, atmosphere or stream sediments. Various factors influence 
N loss and retention, including temperature, availability of organic matter, nitrate con-
centration in stream water overlying stream sediments and the stream-flow regime 
and residence time. Lumped catchment models generally apply export coefficients, 
which are useful for obtaining rough estimates of annual nutrient loads (Heathwaite, 
1993). Because we lacked a globally applicable model and input data for simulating 
in-stream processes, a global river-export coefficient of 0.7 (implying retention and 
loss of 30% of the N discharged to streams and rivers) was adopted. This represents a 
mean of a wide variety of river basins in Europe and the U.S.A. used by Van Drecht et 
al. (2003) (Figure 8.8).

While the P balances for the non-point sources are included in the current IMAGE 2.4 
framework, and a model has been developed for river export of N and P in particulate 
matter (Beusen et al., 2005), work on P emissions from point sources is still ongoing. 
We also plan to work on modelling the river Si export in order to predict changing N:
P:Si ratios and the risk of algal blooms in coastal seas.

8.4 	 Scenario construction

The new elements for point (section 8.2) and non-point sources (8.3) require spatially 
explicit distributions of population, agricultural production and management, etc. For 
constructing spatially explicit scenarios, we have therefore developed tools that allow 
for downscaling IMAGE output for world regions to the scale of countries (or states and 
provinces for the U.S.A. and China, respectively) and grid cells.

Various papers have used country-scale data on crop production for the 34 crops dis-
tinguished above, fertilizer use, fertilizer-use efficiency, livestock production and land 
use from the FAO projection Agriculture Towards 2030 (Bruinsma, 2003) . These data 
were used directly as a base for generating spatial distributions of livestock production 
and land use (Bouwman et al., 2005c), nutrient inputs and outputs (Bouwman et al., 
2005d), emissions of reactive N gaseous compounds and nitrate leaching (Bouwman 
et al., 2005a).

When constructing other scenarios (for example, IPCC SRES, Millennium Assessment, 
OECD, GEO) the regional output for changes in animal stocks, crop production, crop 
nutrient export and fertilizer inputs is downscaled to the country level (Figure 8.9). In 
this approach the number of animals for one of the 24 IMAGE regions, for example, is 
distributed over the countries within that region on the basis of the distribution in the 
FAO projection for 2030. The same approach is used for crop uptake.

The downscaling of fertilizer use from world regions to the country level also occurs in 
a similar manner. IMAGE 2.4 uses the scenario called Variable fertilizer use efficiency 
(FUE) (Table 8.1). In the projection of Bruinsma (2003) for 2030, the FUE increases con-
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Table 8.1. System N recovery and fertilizer use efficiency (FUE) for mixed systems (excluding 
pastoral systems) for various world regions for 1970, 1995 and 2030.

System N recovery (%)a FUE (%)b

1970 1995 2030 1970 1995 2030

North America 42 43 51 49 48 63
Western Europe 44 49 58 44 54 68
Transition countries 38 46 55 43 67 83
Latin America 51 43 49 82 49 66
Middle East + North Africa 54 47 50 85 58 63
Sub-Saharan Africa 48 51 58 139 108 131
South Asia 42 31 38 99 41 58
East Asia 61 43 39 108 48 42
Southeast Asia 58 55 61 135 78 90
World 46 43 47 67 52 61
Developing 52 42 45 103 51 58
Industrialized 44 45 52 48 49 62
a System N recovery is calculated as the N in all harvested crops, grass cut and N consumed by 
animals, expressed as % of total inputs from N deposition, N fixation, N fertilizer and animal 
manure.
b FUE is calculated as the N recovery in upland crops and wetland rice (excluding leguminous 
crops) as % of N input from fertilizers and manure.
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siderably in the period 2000-2030. For subsequent years the data from FAO (2006) 
will form a good basis for a similar baseline scenario. The approach also explicitly 
considers the use of fertilizers in energy crop production. Formulating a relationship 
between crop production and fertilizer inputs is an important improvement on the 
previous IMAGE versions, where total fertilizer use was simply a function of GDP only, 
and a relationship between crop production and fertilizer inputs was absent. In future 
versions the approach for constructing scenarios for fertilizer use will be improved 
further by establishing relationships between crop yield and nutrient inputs in the 
new crop growth model that is under development (chapter 1).

Further variables that can be used to modify a scenario or to analyze the effects of 
policy options include the NH3 losses from animal houses and manure storage sys-
tems, mode of application of animal manure and fertilizers, maximum application 
rates of fertilizers and animal manure. Figure 8.5 shows the global distribution of NH3 
emissions from animal houses and storage systems, grazing and spreading of animal 
manure. A change in the NH3 emission factor for animal houses and manure storage 
systems affects the quantity of N in the manure available for spreading, and thus NH3 
volatilization from manure spreading. An example of an analysis of the sensitivity of 
the model to variation of input data was presented by Bouwman et al. (2006), showing, 
for example, how NH3 emissions from animal housing and manure storage systems 
can influence the reactive emissions from the agricultural system as a whole.

Since land cover and soil data are now available at finer resolutions than the 0.5 by 
0.5 degree grid cells of IMAGE, the system is independent of the resolution and can be 
applied to the standard 0.5 by 0.5 degree resolution of the IMAGE model, as well as to 
a finer resolution of 5 by 5 minutes, as demonstrated by Bouwman et al. (2006).

For the point sources, target values for 2030 are used for the connection of households 
to sewerage systems and wastewater treatment taken from WHO/UNICEF (2000), with 
adjustments for many countries on the basis of past developments or trends observed 
in other countries and the scenario for GDP.

8.5 	 Results

Surface N balance
We will now briefly discuss the results for the surface N balance approach presented 
by Bouwman et al. (2005a,b,d) on the basis of the FAO Agriculture Towards 2030 study 
(Bruinsma, 2003). The surface N balance, aggregated from the 0.5 by 0.5 degree esti-
mates to the total agricultural area (arable land and grassland) for large world regions, 
shows the N input per hectare in the developing countries to have increased rapidly 
between 1970 and 1995. This increase will continue at a lower rate up to 2030 (Figure 
8.10) due to a rapid increase in all N input terms. The total N input per hectare in 
developing countries is expected to exceed input in industrialized countries in 2030, 
reflecting high cropping intensities (two or more crops per year) that prevail in many 
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tropical countries where irrigated agriculture is dominant. The N input per hectare in 
industrialized countries will increase slightly in the coming decades (Bruinsma, 2003) 
as a result of increasing inputs from biological N fixation and fertilizers. These inputs 
are partly offset by slightly decreasing N inputs from animal manure and atmospheric 
deposition (Figure 8.10). In the transition countries there are only minor changes after 
1995.

Fertilizer use efficiency
We estimated the crop uptake and the overall system N recovery based on estimated 
fertilizer use efficiency (FUE). According to our results there has been a steady decrease 
of the overall system N recovery in the developing countries between 1970 (52%) and 
1995 (42%) (Table 8.1). In industrialized countries the overall system N recovery slowly 
increased from 44 to 45%. Further increases are projected for 2030; these will amount 
to 45% in developing regions in the period 1995-2030, with an improved efficiency in 
industrialized countries of up to 52%.
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There are also important differences between regions for the FUE for upland crops 
and wetland rice. The industrialized countries show a slow increase of FUE from close 
to 48% in 1970 to 49% in 1995 (Table 8.1). In the period up to 2030, FUE values will 
increase further (depending on the projection used) to values in the order of 62% in 
the industrialized countries. In 1970 the transition countries showed FUE values of 
43%, which are similar to those in Western Europe. However, after 1990 fertilizer use 
strongly decreased, and the FUE increased to 67%. For 2030 we project a decrease in the 
transition countries down to about 80%.

Turning to the developing countries, we see high values of FUE for 1970. For example, 
in Sub-Saharan Africa, and Southeast and East Asia the FUE for 1970 exceeds 100%, 
while in other developing regions the FUE exceeds 80%. Between 1970 and 1995 the 
FUE values for developing countries decreased. While in Sub-Saharan Africa the FUE 
for 1995 still exceeds 100% and in Southeast Asia it is close to 80%; in other developing 
regions it dropped sharply between 1970 and 1995 to values comparable to those in 
industrialized countries in 1970.

For the coming three decades the average FUE value for the developing countries as 
a whole is projected to increase to 58%. However, there are large differences between 
regions and countries. The FUE for 2030 for Sub-Saharan Africa will exceed 100%, while 
the FUE for Southeast Asia will be 90%, which is comparable to the 1970 values of many 
other developing regions. The FUE for South Asia, Middle East and North Africa and 
Latin America will increase to reach the 1995 values for industrialized countries of 50-
60% or higher.

In Asia and Africa soil N depletion is probably the main cause of the high overall system 
N recovery and FUE. The low N input systems in these world regions have been able to 
sustain a low total production volume at low levels of crop yields (see FAO, 2005) but 
at the cost of soil fertility. In fact, crop yields have not increased substantially in many, 
primarily African, countries (FAO, 2005).

Reactive N emissions
The N surface balance is a good overall indicator of environmental problems associ-
ated with agricultural production. The surplus N is lost from the agricultural system 
via various pathways, including NH3 volatilization, denitrification, N2O and NO emis-
sions, and nitrate leaching from the root zone. Global NH3-N emissions from fertilizer 
and animal manure application and stored manure increased from 18 to 34 Tg yr-1 
between 1970 and 1995, and will further increase to 44 Tg yr-1 in 2030 (Bouwman et al. 
2005a). Similar developments are seen for N2O-N (2.0 Tg yr-1 in 1970, 2.7 in 1995 and 
3.5 in 2030) and NO-N emissions (1.1 Tg yr-1 in 1970, 1.5 in 1995 and 2.0 in 2030) from 
mixed intensive agricultural systems. Consequences of such increases in NH3 and NO 
emissions from agriculture and other sources after re-deposition for global biodiversity 
are discussed in chapter 10.
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Global nitrate-N leaching increased from 18 to 29 Tg yr-1 between 1970 and 1995, and 
will further increase to 35 Tg yr-1 in 2030. Increased concentrations of nitrate have 
been observed in groundwater in many agricultural regions and have given cause for 
concern in some industrialized regions; the European Union, for example, adopted 
standards for acceptable concentrations in water intended for human consumption. 
Recently, nitrate concentrations in groundwater have also been shown to increase in 
developing countries with intensive agricultural production (Singh et al., 1995).

River N export
As a result of leaching and runoff, river N loads will strongly increase in large parts of 
the world in the coming decades. The projected increase of river N export to oceans 
in the period 1995-2030 is 13% globally, about 10% in North America and Oceania and 
27% in developing countries. This is a consequence of increasing N inputs to surface 
water associated with urbanization, sanitation, development of sewerage systems and 
lagging wastewater treatment, as well as increasing food production. Only in Europe 
is a decrease of 20% projected for the 1995-2030 period, which is a consequence of the 
projected decrease in fertilizer inputs and animal manure production, and continued 
improvement of wastewater treatment. Our results for the period 1970-2030 indicate 
rapid increases in river N export for the Indian (46%) and Pacific (38%) oceans, and a 
slower increase (6%) for the Atlantic Ocean. A slow decrease in river N export is esti-
mated for the Mediterranean and Black Seas (-9%).

The contribution of agriculture to the human-induced river N export is dominant on 
global scale (78% in 1970 and 80% in both 1995 and 2030). When aggregated to large 
world regions the point sources make a relatively minor contribution to the total N 
load. However, in many river basins, point sources may dominate the total N load, par-
ticularly in densely populated river basins or in basins where large population centres 
are located near the river mouth (Bouwman et al., 2005b).

Anthropogenic disturbance of river nutrient loads and export to coastal marine sys-
tems is a major global problem affecting water quality and biodiversity. Nitrogen is 
the major nutrient in rivers. Growing river N loads are expected to be accompanied 
by increasing P loads, and together this will lead to increased incidence of problems 
associated with eutrophication in coastal seas.

8.6 	 Concluding remarks

The model for simulating the fate of nutrients through the soil and hydrological system 
described in this chapter offers a wide variety of possibilities for analyzing scenarios. 
Examples are agronomic analyses of efficiencies in agriculture, studies on reactive 
N emissions (emissions of N2O, NO, NH3 to air and nitrate to water), atmospheric N 
deposition and impacts on biodiversity, and analyses of effects of changing N and P 
river export on freshwater biodiversity and impacts on coastal marine environments. 
The IMAGE work on nutrients has been used in the Millennium Assessment (Carpenter 
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et al., 2006) and plays a pronounced role in the Global Nutrient Export from Watersheds 
(NEWS) project of UNESCO International Oceanographic Committee (IOC) (Seitzinger 
et al., 2005; American Geophysical Union, 2006).

IMAGE 2.4 uses sub-national data for China and the USA. For other large countries, 
such as Brazil and India, sub-national data are available and will be included in future 
versions to improve the spatial distributions of animals, animal manure, fertilizer, and 
fluxes of N and P compounds.

8   Modelling the fate of nutrients through the soil and hydrological system

152



9   Climate: Variability, predictability and interactions with land cover

153

9 	 Climate: Variability, predictability and 
interactions with land cover

•	 Limitations of the current climate model and the natural vegetation module inhibit 
the study of important non-linear interactions with IMAGE 2.4 between land, the at-
mosphere and the ocean. For this reason the atmosphere/ocean/cryosphere model 
ECBilt was linked to IMAGE. ECBilt was forced by greenhouse gas and land-cover 
scenarios from IMAGE in various studies using both a one-way and an iterative 
approach.

•	 Major findings from the research in this ECBilt model’s application: (i) climate vari-
ability causes diminished predictability of climate-change projections when abrupt 
climate changes are involved; (ii) establishing carbon plantations on abandoned 
agricultural land in northern extra-tropical regions leads to a lower albedo than 
planting energy crops, the effect of which – in terms of climate change – is com-
parable to the amount of carbon fixed by these options, and (iii) a fully coupled 
climate-vegetation system is necessary to assess the impacts of changes in extremes 
and interannual/interdecadal climate variability on a regional scale.

•	 However, since ECBilt performed rather poorly with respect to the simulation of 
variability and changes in atmospheric circulation in the tropics, it has been de-
cided to incorporate instead the General Circulation Model SPEEDY. To address the 
necessary climate-vegetation interaction, SPEEDY was coupled to the Dynamic Glo-
bal Vegetation Model LPJ. Initial results indicate that the climate and vegetation 
patterns generated by the coupled SPEEDY/LPJ framework show general agreement 
with the observations in most regions.

9.1 	 Introduction

Although many uncertainties are still unresolved, it is generally accepted by both 
policy makers and scientists that our climate is changing and will continue to do so 
in the decades or even centuries that lie ahead of us. Consequently, policy questions 
are increasingly focusing on climate impacts, for example, on land use, food security, 
water availability and management, biodiversity and adaptation to climate change on 
a regional scale. To address such questions it is no longer sufficient to know the change 
in average climate. Increasingly, attention shifts to changes in climate variability 
and frequency of extreme events, as motivated by research on impacts and statistics. 
Changing climate variability may be manifested, for example, by more frequent 
droughts, periods of high rainfall, cyclones and hurricanes, or extreme temperatures, 
posing threats to food security and human health.

Exploratory studies on possible impacts indicate larger repercussions for societies 
confronted with extreme events than is suggested by changes in mean climate. An 
important example of a system that is highly sensitive to changes in extremes is an 
agricultural system functioning under conditions away from optimal mean climate 
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indicated by maximum mean climate-driven biomass accumulation of the crops in 
question (Riha et al., 1996). Infrastructure, human health and energy systems are other 
examples of human systems sensitive to changes, for example, in the temperature 
and flooding regime. Natural systems (biodiversity) can also be sensitive to changes in 
extremes (Parmesan et al., 2000). Within the climate debate, the impact of extremes 
on natural systems is perhaps best known in the case of coral reefs responding to the 
frequency of high water temperature events (Hughes et al., 2003).

Turning to statistical analysis, we have shown in recent studies that the frequency 
of extreme events changes non-linearly with the change in mean climate, in which 
case a small change in the mean can result in a large change in the frequency of 
extremes (Easterling et al., 2000). Moreover, this frequency is more sensitive to changes 
in variability than to shifts in the mean (Katz and Brown, 1992). Thus, knowledge on 
changes in the mean climate have little value when one is concerned with changes in 
extreme events (Schaeffer et al., 2005).

The increasing focus of policy makers on climate impacts also poses challenges to 
our knowledge on the climate-terrestrial interlinkages. Traditionally, studies on cli-
mate variability have focused on the interactions between atmosphere and ocean. The 
focus in research is gradually shifting towards exploring how patterns of variability are 
affected by the interaction with natural vegetation and by large-scale changes in land 
use. Changes in land use and the consequent changes in land-cover properties modify 
the interactions between land surface and atmosphere, both locally and regionally 
(Kabat et al., 2004). Important factors in these interactions are the biochemical fluxes 
of carbon dioxide (CO2) and other trace gases, and the biophysical fluxes of energy and 
water vapour. Modelling studies, well-validated with detailed observations, show that 
changing land use in the past centuries have influenced local, regional and – more 
likely than not – also global climate patterns (e.g. Houghton et al., 2001). Historically, 
land-use-mediated climate change appears to be an important factor (Brovkin et al., 
2005). In medium to high latitudes, for example, land-use changes influence surface-
air temperature because of the large difference in surface albedo between different 
land covers, such as cropland and forest in snow-covered conditions (Robinson and 
Kukla, 1985; Bonan et al., 1995; Harding and Pomeroy, 1996; Sharrat, 1998). The feed-
back on changes in land cover on climate with respect to long time scales (from cen- 
turies to millennia) has already been suggested (e.g. Claussen et al., 2003). The im-
pact of land-cover changes on climate and extreme events on the decadal time scale 
(Pielke Sr. et al., 2002) has recently been demonstrated in observations presented by 
Chapin et al. (2005) and climate projections based on IMAGE 2.2 land-use scenarios 
from Feddema et al. (2005).

The current climate model of the IMAGE versions 2.2 to 2.4 captures global mean 
climate change by means of an energy-balance, upwelling-diffusion climate model 
(Eickhout et al., 2004). This current climate model lacks the capacity to address climate 
variability and the land-use feedbacks to the climate system (separate from climate 
impacts of land-use-related greenhouse gas (GHG) emissions). In the past few years 
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these limitations have been addressed. In this chapter then, we will present analyses 
where the simple IMAGE climate model is replaced by a General Circulation Model 
(GCM) of intermediate complexity, coupled with a Dynamic Global Vegetation Model 
(DGVM). In the first (exploratory) track we used the coupled atmosphere/ocean/cryo-
sphere model ECBilt-CLIO (hereafter simply referred to as ECBilt; see Opsteegh et al., 
1998 and Schaeffer et al., 2006) from the Royal Netherlands Meteorological Institute 
(KNMI). Studies discussed in sections 9.2 and 9.3 using ECBilt point to the crucial be-
haviour of the climate system in shaping projections of future climate change that 
are not covered in IMAGE 2.4. In section 9.4 we discuss results of exploratory studies 
that show the importance of future land-use change on the climate system and vice 
versa, employing soft linkages between IMAGE and ECBilt. After concluding that ECBilt 
did not meet our current model requirements, further work concentrated on another 
GCM of intermediate complexity, called SPEEDY, which is coupled with a DGVM called 
Lund-Potsdam-Jena (LPJ) (section 9.4). All experiments were carried out with IMAGE 
2.3, which differs from IMAGE 2.2 (IMAGE-team, 2001), mainly through the addition of 
energy crops and carbon plantations (see chapters 1 and 7).

9.2 	 Predictability of abrupt regional climate change

The climate system occasionally undergoes substantial and rapid variations (Bond et 
al., 2001). Observed variations have been linked to (sudden) transitions – to which 
the north Atlantic Ocean may be particularly prone (Manabe and Stouffer, 1988) – 
between different quasi-stable states, and to such transitions, which may also occur 
under future global warming (Manabe and Stouffer, 1993; Rahmstorf and Ganopolski, 
1999). In the past, deep ocean convection in the north Atlantic was modified under the 
influence of external forcings (Bond et al., 2001). Such a reorganization of deep convec-
tion affects the thermohaline circulation (THC) and could possibly lead to local cooling 
under global warming (Russell and Rind, 1999). 

Here we summarize the work of Schaeffer et al. (2002), who examined the consequences 
of a sudden reorganization of convection in the North Atlantic for predictability in 
21st century scenario projections using the EC-Bilt model. The scenarios used to drive 
ECBilt are the IPCC SRES A1b and B1 scenarios implemented through the use of the 
IMAGE 2.2 model (IMAGE-team, 2001). In 2100 this results in CO2-equivalent concen-
trations of 1050 ppmv and 680 ppmv, respectively. The third scenario was the B1stab-
450 scenario, an intervention scenario designed to stabilize the CO2 concentration at 
450 ppmv and total CO2-equivalent concentration of 580 ppmv in 2100 (Van Vuuren 
and de Vries, 2001). The climate sensitivity assumed in ECBilt is 1.7 ºC for a doubling 
of the CO2 concentration relative to the pre-industrial era, which is on the low end of 
the estimated range (Houghton et al., 2001).

For each scenario, ten ensemble members were generated by applying insignificantly 
small random distortions in the atmospheric state in 1960. Because of the chaotic 
nature of atmosphere dynamics, the atmospheric circulation patterns of members 

155



9   Climate: Variability, predictability and interactions with land cover

156

within an ensemble were completely uncorrelated in a few simulation weeks, except for 
the small influence of the oceans. The various members within one ensemble represent 
different evolutions of the climate system with the same probability of occurrence. 
Hence, the spread in the results of the individual members provides an indication of 
the limits to predictability in scenario projections arising from natural, or internal, 
climate variability.

In the A1b and B1 scenarios, ECBilt simulates a sudden transition to a regionally colder 
climate in the course of the 21st century (Figure 9.1). The thinning of Arctic Sea ice 
drives this transition, which leads to increased export of fresh water from the Arctic 
to the sea around Greenland, Iceland and Norway. Eventually, the water column here 
becomes stable and convection stops. Maximum north Atlantic overturning is reduced 
by about 27%, or 6 Sv (Sv = 106 m3s-1), close to the mean for the range of most GCMs 
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compared to 1961-1990 for one A1b ensemble member.
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compared by Houghton et al. (2001). The cooling resulting from the collapse of convec-
tion near Spitzbergen extends over Scandinavia and Iceland, and tempers the global 
warming signal over Siberia, northern Canada and Greenland (Figure 9.1).

The probability of the climate transition appears to depend strongly on the scenario 
under consideration. The changes in the THC in our model occur between 2040 
and 2080 for the A1b scenario and from 2040 to beyond 2100 in the B1 scenario  
(Figure 9.2). Thus, the transition is much less predictable in B1 than in the A1b scenario. 
In B1stab the transitions have not yet occurred by 2100. Extending the B1stab ensemble 
with another ten members indicates that temporary instabilities occur in 10% of the 
cases, but do not lead to the transitions seen in A1b and B1.

The analysis shows that if the external forcing is relatively gradual (as in B1), it is the 
internal variability that will ‘determine’ when exactly the system crosses the threshold 
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Figure 9.2. Abrupt cooling under projected global warming. The top-left panel shows greenhouse 
gas concentrations for the A1 (top), B1 (middle) and B1stab (bottom) scenarios. The other panels 
show the surface-air temperature response for each scenario over the northern north Atlantic 
Ocean. In each of these panels, the thin lines show 10 individual model simulations that repre-
sent a different evolution of the climate system for the same scenario, with equal probability of 
occurrence. The spread among the individual ensemble members within each scenario is caused 
by internal climate variability. The heavy temperature lines represent the 10-member ensemble 
means for each scenario. Note the different horizontal time axis in the top-left panel.
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(for a more elaborate analysis, see Schaeffer et al., 2002). In other words, the timing of 
the onset of the transition becomes uncertain. In a scenario where GHGs increase rela-
tively fast, as in A1b, the timing is linked to the forcing and varies over only a few dec-
ades, comparable to the time scale of the transition itself (Figure 9.2). In other scenar-
ios, for example B1, where GHG concentrations increase more slowly, the uncertainty 
in the timing is extended to the centennial time scale. The timing is essentially de-cou-
pled from the forcing.

This illustrates that the limited predictability of an abrupt climate change involving 
the THC may be an issue on decadal time scales within the 21st century, and not just 
on centenary to millennium time scales, as found by Knutti and Stocker (2002). The im-
plication of the limited predictability of crossing a threshold to a different semi-equi-
librium state is that even if we knew the current state of the oceans in great detail and 
a model was available with high predictive capacity, the internal climate variability 
would still limit the predictability of the timing of a non-linear transition. 

The exact transition dates and time scales are model-dependent, because of model 
uncertainties (Schaeffer et al., 2004). However, in more general terms the scenario 
experiment explores conditional behaviour: ‘if multiple semi-equilibrium states exist 
in a system with internal variability then the predictability of the timing of a transition 
from one state to another is intrinsically limited’. Interpreted in this way, the experi-
ments illustrate the system behaviour in threshold situations with implications beyond 
THC changes alone. Analogous behaviour can be expected regarding the predictability 
of the timing of other potential abrupt changes within the 21st century, like acceler-
ated dieback of the Amazon forests under global warming (Cox et al., 2000; 2004), ice-
sheet collapse (Oppenheimer and Alley, 2004) or transitions in freshwater ecosystems 
(Scheffer, 2001).

9.3 	 Climate impacts of large-scale extra-tropical 
plantations

Future land-use change does not only include deforestation and afforestation as a con-
sequence of expanding or contracting agricultural area (leading to changes in the car-
bon (C) cycle), but other land uses, such as plantations for C sequestration or bioenergy 
production (to substitute fossil fuels), are likely to become important in future decades. 
Energy crops and C plantations may not only influence climate change by reducing 
global GHG concentrations, but also have an impact on the energy fluxes between 
land surface and the atmosphere. Forested areas have a lower albedo than agricultural 
areas, especially at medium to high latitudes in winter due to snow-masking (Robinson 
and Kukla, 1985; Harding and Pomeroy, 1996). The global warming by albedo changes 
associated with high-latitude C plantations may even outweigh global cooling by C 
sequestration (Betts, 2000).
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Here, the importance of the biophysical (non-CO2) climate impact of future land-use 
changes is compared for two major mitigation options: (i) production of energy crops 
and (ii) permanent C plantations, focusing on the impact of surface-albedo changes 
due to effect of land-use change on climate in the extra-tropics. For this purpose we 
constructed three scenario variants based on the A1b scenario implemented with 
IMAGE, i.e. the non-mitigation IM-nat (no energy crops) and IM-C (C plantations), and 
the mitigation variant IM-bio (energy crops with a five year rotation). We updated 
the albedo model in ECBilt (Schaeffer et al., 2006), including albedo for snow-free and 
snow-covered conditions, drawing from field and satellite observations.

In the baseline A1b scenario large areas of agricultural land are abandoned in the 
course of the 21st century as a result of further increases in agricultural yields and 
stabilizing or even declining global population. We assume that abandoned agricul-
tural areas in temperate zones provide the most interesting locations to use for either 
biomass or C plantations, in line with Hoogwijk et al. (2005).

Since energy crops are planted on all abandoned cropland in IM-bio, the total area of 
biofuel plantations is larger than that of C plantations in the IM-C experiment with 
the additional NPP constraint (Figure 9.3a). In all regions the largest area increase of 
biofuel plantations occurs in the first half of the 21st century, except in Eastern Asia 
(Figure 9.3b).

ECBilt (denoted with EC) was run twice for each of the three modified IMAGE-2.2 A1b 
experiments: one with only GHG changes (denoted with GHG) and a second with both 
GHG and land-cover changes (denoted with TOT). Since we expected that the difference 
in climate impact between the scenarios would be small, an ensemble of 20 experiments 
was performed for each scenario. Compared to a single climate model run, the mean 
of the ensembles provides a better estimate of the mean climate response by reducing 
the sampling error (caused by internal climate variability).
 
In the scenarios IM-nat and IM-C, the global use of modern biomass in 2100 is reduced 
from 250 EJ to 150 EJ per year (EJ, exajoule; 1 EJ=1018 J) compared to the original A1b 
scenario. Here, energy crops are produced only in the tropical NH and the Southern 
Hemisphere, yielding higher CO2 emissions. In the IM-bio scenario the worldwide use 
of modern biomass is 440 EJ yr-1 and oil use is reduced by 140 EJ yr-1 in 2100. Smaller 
reductions occur for natural gas (65 EJ yr-1), coal and nuclear/solar/wind. CO2 emissions 
from fossil fuels are reduced from 17 Pg C yr-1 (Pg, petagram; 1 Pg=1015 g) in 2100 for 
the IM-nat and IM-C scenarios to 12 Pg C yr-1 for IM-bio (Figure 9.4a). The gross CO2 
emission (not accounting for the C uptake in the plantations) from bioenergy in IM-bio 
reaches 7 Pg C yr-1 in 2100. Because we assumed that efficiency of energy production 
from combustion of energy crops is lower than for gas or oil, this emission more than 
offsets the 5 Pg C yr-1 reduction of fossil fuel use.

The terrestrial uptake is highest in the IM-bio case where the biofuel plantations 
are harvested every five years. This implies a fast rate of C uptake in the initial years  
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of each rotation period for these fast-growing crops. The net effect of the high C uptake 
in biofuel plantations is more reduced by higher soil respiration fluxes than in natural 
vegetation or C plantations. Logically, the IM-nat scenario yields the lowest terrestrial 
C uptake, since no management is applied to the abandoned agricultural land and the 
vegetation types are not primarily selected on the basis of optimal C sequestration. 
The terrestrial uptake in IM-C is higher than for IM-nat due to the management of C 
plantations, but lower than for IM-bio, since we assumed no harvest of the C planta-
tions. The differences in the resulting atmospheric CO2 concentrations between IM-C 
and IM-bio are minor (Figure 9.4b), both reaching about 700 ppmv or 70-80 ppmv less 
than in IM-nat.
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Figure 9.3. Pattern and pathways of plantation area. The top panel (a) supplies IMAGE grid cells 
in the year 2050, with C plantations (green) of different tree types and additional cells (red) with 
energy crop plantations. The lower panel (b) shows the evolution in time of total plantation area 
per region for each of the two plantation scenarios.



IM-nat and IM-C scenarios result in a lower global mean surface albedo than the 
biomass plantation scenario IM-bio (Figure 9.4c). In all experiments, global warming 
gradually reduces the snow cover, resulting in a gradual decline of surface albedo 
which has a considerable impact. About 300 W m-2 of the global mean solar radiation 
reaching the atmosphere (342 W m-2) actually reaches the earth surface (Kiehl and 
Trenberth, 1997). If we assume no climate feedbacks and a present-day surface albedo 
of 15%, the total decline of albedo of 0.4% by 2100 in IM-C corresponds to a global mean 
0.8 W m-2 increase of absorbed solar radiation. The total radiative forcing by GHGs will 
increase by 1.3 W m-2 (from 2.6 to 3.9 W m-2) between the mid-1990s and 2100.

The increase in CO2 concentration to 770 ppmv in the IM-nat scenario leads to a rise 
in global mean surface-air temperature (SAT) of 0.8°C by the year 2100 compared to 
the 1971-2000 average (Figure 9.4d). This relatively modest increase is due to the low 
climate sensitivity assumed in EC-Bilt and because only changes in GHGs are includ-
ed in the ECBilt experiments, not the expected decrease in sulphur emissions that 
would lead to further global warming. The reduction in CO2 concentrations in the two  
mitigation scenarios (IM-C and IM-bio) moderates global mean temperature increase 
by about 0.1°C in 2100, thus mitigating global warming over the 21st century by more 
than 10%.
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Figure 9.4. C and climate pathways of the three scenarios. The two top panels give IMAGE results 
for C fluxes (a) and CO2 concentration (b). The lower panels show ECBilt results (denoted with EC) 
for global-mean albedo change (c) and near-surface air temperature (d). Dashed lines indicate 
uncertainty limits given by internal climate variability, indicating when results in the mitigation 
scenarios deviate from the baseline with less than 5% uncertainty. Heavy lines indicate ensemble 
means, while thin grey lines show the individual ensemble members in the EC-nat experiments. 
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Although the CO2 pathways of the two mitigation scenarios are comparable, the 
albedo difference causes different climate impacts (Figure 9.5a). In the regions of major 
land-use changes (Figure 9.3) surface-air temperature is higher in the C plantation 
scenario IM-C. The difference reaches 0.3°C in some regions, which is about 25% of 
the full climate change signal over the 21st century in those regions. In central and 
western Eurasia, heating in the spring increases evaporation, thereby reducing the soil 
moisture content. The less intensive hydrological cycle in summer reduces latent heat 
fluxes, amplifying the albedo-induced summer heating and extending this heating far 
outside the area of land-use change itself. A further indication of a complex response 
of the climate system outside the area of albedo changes (teleconnections) is given by 
a reduction of up to 10% in annual mean rainfall over North Africa (Schaeffer et al., 
2006).
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Figure 9.5. Pattern and pathways of plantation climate impacts. The top panel (a) gives the 
ensemble-mean difference in annual-mean surface-air temperature of EC-C-TOT compared to 
EC-bio-TOT (EC refers to ECBilt). The lower panel (b) shows evolution in time of the difference in 
the same variable comparing the impact of CO2 with land-cover changes. The thin lines indicate 
annual ensemble mean values, while the heavy lines show 10-year running means. 
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The changes in climate due to albedo changes accelerate rapidly in the short to medium 
term while the impact of the difference in CO2 concentrations gradually increases up 
to the end of the 21st century (Figure 9.5b). By that time, the CO2 effect on climate has 
become somewhat larger than that of albedo change. Relative to the impact of changes 
in CO2, albedo change thus gradually becomes less important, but remains the domin
ant forcing in these scenarios over the major part of the 21st century. C plantations 
are often considered as an option to allow for a delay of transformations in the energy 
sector. Since we found that the albedo effect in the short-to-medium term is unfavour-
able for the C-plantations case, it is questionable whether C plantations in the Northern 
Hemisphere could actually be effective mitigation options in the medium term. On the 
centennial time scale, over which the albedo effect becomes relatively less important, 
the permanency of C plantations is also questionable (e.g. Barford et al., 2001).

The (regional) climate feedbacks and teleconnections illustrated above confirm the 
conclusion that climate effects other than just the impact of changes in CO2 concen-
trations need to be taken into account when assessing mitigation options that involve 
land-use changes. When the effects of changing albedo are ignored, the large-scale 
use of C or biofuel plantations in the Northern Hemisphere has similar benefits in 
avoiding climate change. Including the impact of changes in albedo, however, almost 
completely erodes the climate-change mitigation impact that C plantations might 
have via the C cycle.

9.4 	 The interaction between climate and land-cover 
change

The two previous sections dealt with a one-way coupling, in which ECBilt was forced by 
greenhouse gas (9.2 and 9.3) and land-cover (9.3) scenarios from IMAGE 2.2. To explore 
interactions between climate and land cover, we performed a series of experiments 
with IMAGE and ECBilt using an iterative approach. For this purpose ECBilt was up-
dated with a simple Planetary Boundary Layer (PBL) scheme and a Surface-Vegetation-
Atmosphere Transfer (SVAT) scheme (Hutjes et al., 2001; Ronda et al., 2003). The latter 
includes a C3 and C4 photosynthesis model that couples CO2 fluxes to evapotranspira-
tion and includes albedo, rooting depth and surface roughness parameters that de-
pend on vegetation type. C3 plants thrive best in cool and moist conditions, and under 
normal light, because they require less machinery (fewer enzymes and no specialized 
anatomy). C4 plants photosynthesize faster than C3 plants under high light intensity 
and high temperatures, and are more efficient in use of water..

In running the model, GHG concentrations and land-cover changes were simulated by 
IMAGE 2.3 for the SRES A1b scenario. Subsequently, ECBilt was run twice to calculate 
climate changes up to the year 2050. In the first run (A1b-GL), both GHG concentra-
tions and land-cover changes were used as input for ECBilt, while in a second run 
(A1-G), only GHG concentration changes were taken into account. This set-up is com-
parable to the analysis presented in section 9.3.
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In the IMAGE SRES A1b scenario, agricultural area in North and South America, Eurasia 
and Africa in the year 2050 is larger compared to the year 2000 (Figure 9.6). On grass-
lands, the C4 grasses are increasingly being replaced by C3 grass species, as the latter 
benefit more from increasing atmospheric CO2 concentrations than C4 grasses (Collatz 
et al., 1998).

In the GHG-only experiment of ECBilt (A1-G) the strongest change in climate is the 
increase in temperature at high latitudes, which is amplified by the ice-albedo feedback 
(see section 9.3). In mid-latitude continental regions, higher springtime temperatures 
lead to a drying-out of soils earlier on in the year. This results in summer drought.

When the effects of land-cover change are also included (A1-GL), even stronger 
temperature responses are seen in the higher latitudes, mainly through the north-
ward shift of the forest/tundra boundary (affecting albedo, as discussed in section 9.3). 
The increase of agricultural area in eastern North America and southern Scandinavia 
lowers temperatures somewhat due to higher albedo values. In western North America 
and Mongolia, cool C3 grasses and C4 grasses are replaced by sparser warm C3 grass-
land. This effectively decreases soil moisture in the climate model, resulting in summer 
drought and temperature increases.

To explore possible feedbacks in the complete linked system, we used the climate 
change patterns of ECBilt as input for new simulations with IMAGE. Using the common 
GCM-pattern scaling approach (Eickhout et al., 2004), we scaled the global mean 
temperature of the A1b scenario for the year 2100. Here, the climate pattern of ECBilt 
for the year 2050 was applied to visualize the differences between the runs better.

Different climate patterns result in specific terrestrial responses and thus affect the C 
cycle. The ECBilt pattern results in a somewhat lower CO2 concentration than seen in 
the ECHAM4 and HadCM2 patterns (Table 9.1). However, these differences are smaller 
than those caused by soil respiration or CO2 fertilization feedbacks, which could lead 
to differences of up to 150 ppmv over a 100 year period (see chapter 7). The reason 
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9   Climate: Variability, predictability and interactions with land cover

165

for this relatively small effect is that the influence of land cover on climate is strongly 
variable on the world regional scale, while on the global scale the regional differences 
tend to balance out.

The ECBilt-G pattern within IMAGE leads to less warming in high latitudes compared 
to the ECBilt-GL. The additional warming for the GL-pattern occurs mainly in western 
Siberia on the border of boreal forest and tundra through the albedo mechanism, as 
explained above. In the G-run, the temperature changes in Europe lead to a shift in forest 
boundaries in southwest Europe, Scandinavia (Figure 9.7), northwestern Siberia and 
southern Russia, where the vegetation patterns and changes for Europe are indicative, 
because agricultural expansion is not accounted for. The latter generally occurs at the 
expense of forests, while the climate-induced warming in the high latitudes leads to 
additional shifts in forested areas.

165

Table 9.1. CO2 concentrations in IMAGE using different GCM patterns for the A1b scenario.

GCM pattern CO2 concentration in 2100 (ppmv)
ECHAM4 774.1
HadCM2 771.4
ECBilt (A1b-G) 755.4
ECBilt including Land cover (A1b-GL) 765.9
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Boreal forest
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Temperate mixed forest 

Temperate deciduous forest

Warm mixed forest

Grassland/Steppe

Hot desert

Scrubland

Figure 9.7. Potential vegetation in Europe in the year 2100 using the two ECBilt patterns A1-G 
(up) and A1-GL (down).
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In the world’s drylands the increased drying in the ECBilt-G scenarios causes a trans-
formation of the potential vegetation from grassland to desert, which in turn leads 
to additional drying in the GL scenario (positive feedback). This process occurs in all 
regions with increasing aridity, but especially in the southwest of North America and 
in Mongolia.

This first attempt to assess interactions between the terrestrial system and climate 
indicates the importance of a fully coupled climate-vegetation system in studies on 
climate impacts. However, the combination of a simple climate model and a static 
vegetation model in the current IMAGE 2.4 model does not allow for incorporating 
these climate impacts.

9.5 	 From ECBilt to SPEEDY

The original purpose of ECBilt was to study interdecadal climate variability in the extra-
tropics. For computational efficiency, quasi-geostrophical dynamics were implemented 
at the core of ECBilt, instead of the full primitive equations of atmospheric motion. As 
a result, ECBilt performed rather poorly on the simulation of variability and changes in 
atmospheric circulation in the tropics.

Because of the large land-cover and land-use changes that occurred in tropical coun-
tries and that are expected to continue in the coming decades (chapter 5), as well 
as the societal impact of (changes in) tropical climate variability, a climate model is 
needed that performs equally well in the tropics as in the extra-tropics.

Therefore, ECBilt has been replaced by the Simplified Parameterizations primitivE 
Equation DYnamics model (SPEEDY), a General Circulation Model (GCM) of inter
mediate complexity. This involved a number of steps that are discussed in the following 
sections. First, the coupling of SPEEDY to the simple Land Bucket Model (LBM) is briefly 
described, as well as the modifications needed for coupling the model to IMAGE. Sub-
sequently, we discuss the coupling of SPEEDY and the Lund Potsdam Jena (LPJ) DGVM 
and, finally, we present our plans for incorporation of SPEEDY/LPJ in the IMAGE frame-
work.

Atmosphere/Land model SPEEDY
SPEEDY is an atmospheric GCM of intermediate complexity developed at the 
International Centre for Theoretical Physics (ICTP) in Trieste (Italy) by Molteni (2003). 
The model has seven layers in the vertical and a spectral truncation at total wave 
number 30 (T30), corresponding to 4 degrees latitude and longitude. The model 
contains parameterization schemes for large-scale condensation, convection, clouds, 
radiative fluxes, surface fluxes and vertical diffusion, and is based on the same physical 
principles adopted in the schemes of state-of-the-art GCMs. The basic time step is 40 
minutes. Computationally, SPEEDY is one order of magnitude faster than a state-of-
the-art GCM at the same horizontal resolution, whereas the quality of the simulated 
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climate in the free atmosphere compares well with those models and with observations 
(Molteni, 2003). It is therefore suitable for studies on inter-decadal or inter-centennial 
variability.

The original SPEEDY model was coupled to a simple LBM. This model consists of grid 
cells with temperature, soil moisture, soil ice, snow cover and run-off as state variables. 
There is no horizontal or vertical transport in the model, and the heat and moisture 
budgets are closed, i.e. energy is conserved. The data exchange between SPEEDY and 
LBM took place once per simulated day. More details can be found in Haarsma et al. 
(1996).

The focus of the original SPEEDY model was to investigate processes in the free atmos-
phere and the interaction with the ocean, using a state of everlasting half-light. It was 
not developed to produce reliable estimates of near-surface temperature in a cycle of 
day and night over land. To improve surface fluxes and surface climate, we included 
a day-night cycle and a relatively simple boundary layer scheme, based on Ronda et 
al. (2003). Furthermore, LBM only contained a one-layer soil temperature simulation, 
which is not suitable for computing the temperature in the upper layer and the skin 
layer. Therefore, a two-layer snow temperature calculation based on Van Den Hurk 
(2000) and a three-layer bottom temperature calculation was included (taken from the 
land module of EC-Bilt).

The data exchange between SPEEDY and LBM took place once a day, but to simulate 
the highly non-linear process of boundary layer build-up during daytime, the SPEEDY 
temperatiure should correspond to the temperature of the skin of the upper soil layer 
and evaporation on a sub-daily time scale. To obtain the highest precision possible, 
the information is exchanged between SPEEDY and LBM every SPEEDY time step of 40 
minutes.

Adding a boundary layer scheme in SPEEDY and a bottom layer scheme in LBM 
was not a trivial exercise. Although the surface climate of the model has improved 
enormously, air temperature at 2 metres above the surface and precipitation patterns 
should be more realistic for obtaining realistic vegetation patterns when coupling with 
LPJ. Compared to results from state-of-the-art GCMs, northern hemispheric summer 
climatology is reproduced reasonably well by SPEEDY, but predicted temperatures in 
winter for middle Asia, northeast Siberia and northern Canada are too high. Deviations 
from observed climate in the latter two regions also occur in many state-of-the-art 
GCMs because of strong inversions in winter; such phenomena can only be described 
in highly detailed boundary layer schemes that would, however, require too much 
computation time (Van Ulden and Van Oldenborgh, 2006). 

The Dynamic Global Vegetation Model LPJ
The Lund-Potsdam-Jena Model (LPJ) is described in detail by Sitch et al. (2003). It has many 
features of the BIOME family of models. In LPJ, ten Plant Functional Types (PFT, derived 
from traits based on species morphology, physiology and/or life history) are defined, 
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eight being woody (two tropical, three temperate, three boreal) and two herbaceous. 
In addition to the attributes controlling physiology and dynamics, each PFT is assigned 
bioclimatic limits, which determine whether it can survive or regenerate under the 
climatic conditions prevailing in a particular grid cell at a particular point in time. 
Unlike previous models in the BIOME family, LPJ also includes explicit representations 
of vegetation structure, dynamics, competition between PFT populations and soil 
biogeochemistry. This consideration of sub-grid landscape variability is important for 
determining surface fluxes when coupling to climate models.

The fundamental entity simulated in LPJ is the average individual within a PFT using 
leaf-level parameters. A savanna, for example, does not have an inherent photosynthetic 
and stomatal response to light, but rather consists of grasses and trees that do have 
measurable leaf physiology. The grid cell is treated as a mosaic divided into fractional 
coverage of PFTs and bare ground. This concept provides a simple way for scaling up 
processes acting at the level of the plant individual to the ‘population’ over a grid cell, 
instead of aggregation of properties to those of generalized biomes.

For survival and regeneration, bioclimatic limits are applied to 20-year running 
means. Each PFT population is characterized by a set of variables describing the state 
of the average individual, and by the population density. Fire is the most important 
natural disturbance on the global scale, and is the only form of disturbance explicitly 
represented in LPJ.

Four scaling rules define individual physiognomy and constrain biomass allocation 
among the three pools of living tissue (leaves, fine roots and sapwood) in woody 
plants. The scaling rules consider the relationship between: (i) leaf area and sapwood 
cross-sectional area; (ii) investment in roots versus that in leaves based on water stress;  
(iii) vegetation height and stem diameter; and (iv) crown area and stem diameter.

Each pool of living tissue is assigned a PFT-specific tissue turnover rate, which is trans-
ferred either to litter or from living sapwood to heartwood. Above and below-ground 
litter pools are updated for every year. It is assumed that the physical environment 
of the plants is well mixed, meaning that the PFTs do not occupy discrete blocks, but 
compete locally for resources. The number of new individuals established annually is 
the product of the PFT-specific potential establishment rate and the fraction of the grid 
cell currently devoid of woody vegetation, i.e. areas sufficiently illuminated to allow 
sapling growth. Additional mortality can result from depressed growth efficiency, heat 
stress and negative net primary production (NPP). Whether a particular PFT can be 
established also depends on the available soil moisture and bioclimatic limits.

Coupling the Dynamic Global Vegetation Model LPJ to SPEEDY
Coupling the intermediate complexity model SPEEDY to LPJ allows for investigating en-
semble runs for vegetation-climate interactions and feedbacks for different scenarios, 
assessing biome changes as function of climate change, and analyzing the types of de-
pendencies (linear, discontinuities, thresholds or ‘tipping points’). Since such analyses 
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are not possible with complex GCMs at present because of computational limitations, 
there have been few attempts to couple DGMVs to GCMs (Foley, 2005).

For computing the surface heat fluxes, SPEEDY needs information on evapotranspira-
tion and the skin temperature from LPJ every time step of 40 minutes (Figure 9.8). 
Therefore, several other variables in LPJ must be computed every 40 minutes, includ-
ing the non-water stressed canopy conductance, the water demand of vegetation and 
the wetness of the leaves. Since LPJ only contained a simple bottom temperature com-
putation, we included a two-layer snow temperature calculation and the three-layer 
bottom temperature calculation.

As the time step of 40 minutes in LPJ causes a large increase in computation time, an 
option was built in to run LPJ at lower spatial resolutions (multiples of a half degree). 
As described by Müller and Lucht (2006), coarser resolution levels hardly affect global 
outcomes. However, in specific areas with strong environmental gradients, spatial ag-
gregation will cause loss of information. Another option to decrease run time is to 
exhange data between LPJ and SPEEDY every other time step or even less frequently. 
We want, firstly, to implement a link between LPJ/SPEEDY and IMAGE, in which the 
IMAGE output of a complete scenario run in terms of land-use change will be used to 
drive SPEEDY/LPJ. A full coupling, including the climate-vegetation feedbacks, will be 
established later.

Albedo

Skin layer temperature

Evapotranspiration

Roughness of vegetation

Soil moisture

Net heatflux to soil

Air 2 m temperature

Potential bare soil evapotr.

Precipitation

Incoming radiation

LPJ SPEEDY

LPJ - SPEEDY interaction

Figure 9.8. Exchange of information between LPJ and SPEEDY.
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Initial results indicate that the vegetation patterns generated by the coupled SPEEDY/
LPJ framework agree reasonably well with observed vegetation patterns such as the 
IGBP DisCover and GLC 2000 maps (see chapter 6, incl. references); in some cases, 
vegetation patterns are even more realistic than the patterns generated with LPJ using 
prescribed climate data. In summer SPEEDY/LPJ generate temperature patterns that 
are in reasonable agreement with observations, also considering the performance of 
state-of-the-art GCMs of the same resolution. In winter, however, there are large devia-
tions between predicted and observed temperature in northern hemisphere climates 
(Central Asia and eastern Canada).

9.6 	 Discussion and conclusions

The first part of this chapter dealt with coupling IMAGE 2.3 to ECBilt. The applications 
focused on future climate changes resulting from human-induced increases in GHG 
concentrations and large-scale changes in land cover. We highlighted the interactions 
within the climate system that lead to non-linear behaviour, i.e. there is no simple pro-
portional relation between cause (average climate change) and effect (sudden changes 
in the THC). Further exploration of such non-linear behaviour of the climate system 
may yield new insights that are potentially surprising within the current policy debate 
on anthropogenic climate change. 

Climate effects other than just the impact of changes in CO2 concentrations need to be 
taken into account when assessing mitigation options that involve land-use changes. 
When the effects of changing albedo are ignored, the large-scale use of C or bio-
fuel plantations in the Northern Hemisphere has similar benefits in avoiding climate 
change. Including the impact of changes in albedo, however, almost completely erodes 
the climate-change mitigation impact that extra-tropical C plantations may have via 
the C cycle relative to the bioenergy scenario.

This chapter has illustrated the importance of accounting for climate variability and 
land transformations, which will be essential in future policy-oriented assessments 
with the IMAGE model. This will only be possible by including a climate model, such 
as ECBilt or SPEEDY, which is capable of exploring non-linear behaviour resulting from 
(regional) climate feedbacks. A new coupled climate-vegetation model SPEEDY/LPJ, 
developed in close co-operation between MNP, PIK and KNMI has been tested and 
the first results are promising. This model is planned to be coupled to IMAGE for such 
purposes as: (i) simulating non-linear feedbacks and decadal climate variability; (ii) 
providing a two-dimensional surface interaction between the atmosphere and the 
(changing) land surface and (iii) calculating and comparing multiple scenarios and 
ensembles.
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10 	 GLOBIO 3: Framework for the assessment of 
global terrestrial biodiversity

•	 The GLOBIO 3 framework was developed to assess past, present and future biodiver-
sity. It consists of clear and transparent relationships between pressure factors and 
biodiversity, based on state-of-the-art knowledge. 

•	 The pressure factors or driving forces of biodiversity loss considered are land-cover 
change, land-use intensity, fragmentation, climate change, atmospheric N depo
sition and infrastructure development. The model is linked to the IMAGE 2.4 frame-
work through changes in land use, shifts in vegetation zones and climate change.

•	 Issues that can be addressed with GLOBIO 3 on a regional, continental and global 
scale include: (i) impacts of human pressures on biodiversity and ecosystems, and 
their relative importance; (ii) expected trends in mean species abundance (under 
various future scenarios) and (iii) likely effects of various policy options.

10.1 	 Introduction

During the sixth meeting of the Conference of Parties on the Convention on Biological 
Diversity (CBD), the parties committed themselves to achieving a significant reduction 
of the current rate of biodiversity loss at the global, regional and national level by 2010 
(UNEP, 2002a). The governments adopted a plan of implementation at the 2002 World 
Summit on Sustainable Development (WSSD) in Johannesburg which recognizes the 
same target; this plan endorsed the CBD as the key instrument in realizing the conser-
vation and sustainable use of biological diversity.

Among the several studies on global biodiversity loss carried out the last few years are 
those describing the contemporaneous situation (Hannah et al., 1994; Sanderson et 
al., 2002; Wackernagel et al., 2002; McKee et al., 2003; Cardillo et al., 2004) or expert 
opinions used for estimating impacts (Sala et al., 2000). In the Global Environmental 
Outlook 3 (UNEP, 2002b) the consequences of four socio-economic scenarios on biodi-
versity were assessed using both the Natural Capital Index (NCI) approach of IMAGE 
and the GLOBIO 2 approach (UNEP/RIVM, 2004). In the IMAGE-NCI approach, energy 
use, land-use change, forestry and climate change were considered as pressure factors 
and biodiversity loss defined as a deviation from the undisturbed pristine situation due 
to these pressure factors. In GLOBIO 2 (UNEP, 2001) the human influence on biodiver-
sity is based on relationships between species diversity and the distance to roads.

To meet the challenge of evaluating the targets set by CBD and WSSD, an internation-
al consortium of UNEP-World Conservation and Monitoring Centre (WCMC), UNEP-
GRID-Arendal and the Netherlands Environmental Assessment Agency (MNP) has 
combined the GLOBIO 2 and the IMAGE-NCI approach into a new Global Biodiversity 
Model framework (GLOBIO 3). The outcomes of this model framework are in line with 
the indicators decided on by the Conference of Parties of the CBD in Kuala Lumpur 
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(UNEP, 2004), particularly with regard to the extent of ecosystems and habitats, and the 
abundance and distribution of species. The GLOBIO 3 framework, designed to support 
policy makers in a supra-national setting (e.g. CBD, United Nations Environmental 
Programme, Organization for Economic Co-operation and Development and European 
Union), can be used to evaluate the consequences of possible socio-economic scenarios 
and policy options for biodiversity at global and regional level. It may also help to 
formulate strategies for biodiversity conservation and sustainable development.

The GLOBIO 3 framework is based on transparent relationships between pressure factors 
and biodiversity, derived from state-of-the-art knowledge from available literature and 
data. The model can be used to assess (i) biodiversity in the past, present and future in 
relation to the impacts of human pressures on species diversity and abundance; (ii) the 
relative importance of these pressures and (iii) likely effects of various policy options. 
The model is designed to make a quantitative comparison of biodiversity patterns and 
changes in these on the world-region scale.

In this chapter we will briefly describe the modelling approach and the relationships 
between the pressure factors and species diversity that are included in the GLOBIO 3 
model framework. Subsequently, we will present results of the model applied to the 
current situation and for different scenarios for the year 2030.

10.2 	 Modelling approach

General
The GLOBIO 3 model framework describes biodiversity through estimation of the 
remaining mean species abundance of the original species of each ecosystem, relative 
to their abundance in primary vegetation. This indicator of mean species abundance 
(MSA) is conceptually similar to the Biodiversity Integrity Index (Majer and Beeston, 
1996), the Living Planet Index (Loh et al., 2005) and the Biodiversity Intactness Index 
(Scholes and Biggs, 2005). MSA can be considered as a measure for the CBD indicator 
on trends in abundance of selected species (UNEP, 2004).

The core of GLOBIO 3 is a set of regression equations describing the impact on biodiver-
sity of the degree of pressure using dose–response relationships. These dose–response 
relationships are derived from a database of observations of species response to change. 
The database includes separate measures of MSA, each in relation to different degrees 
of pressure exerted by various pressure factors or driving forces. The entries in the 
database are all derived from studies in the peer-reviewed literature, reporting either 
on change through time in a single plot, or on response in parallel plots undergoing 
different pressures. Each contributing study considers one pressure.

The current version of the database includes data from about 500 reports: about 140 
reports on the relationship between species abundance and land cover or land use, 50 
on atmospheric N deposition (Bobbink, 2004), over 300 on impacts of infrastructure 
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(UNEP, 2001) and several literature reports on minimal area requirements of species. 
Dose–response relationships for climate change are based on model studies (Bakkenes 
et al., 2002; Leemans and Eickhout, 2004).

Many studies address the effects of human pressure on global biodiversity and dis-
tinguish various indirect and direct drivers or pressure factors (Table 10.1). A direct 
driver unequivocally influences ecosystem processes and can therefore be identified 
and measured with varying degrees of accuracy. Main categories of direct drivers are 
changes in land cover and land use, species introduction and removal, and external 
inputs such as fertilizer use, pest control or irrigation water (Millennium Assessment, 
2003). An indirect driver operates more diffusely, often by altering one or more direct 
drivers. Major indirect drivers include demographic, economic and socio-political cir-
cumstances; science and technology and cultural factors.

The driving forces (pressures) considered by GLOBIO 3 include land-cover change (taken 
from IMAGE), land-use intensity (partly taken from IMAGE), atmospheric nitrogen 
(N) deposition (see chapter 8), infrastructure development (as applied in GLOBIO 2), 
fragmentation and climate change (both taken from IMAGE).

Indirect drivers, such as human population density and energy use, are not used ex-
plicitly in the GLOBIO 3 framework, but have an impact on biodiversity through their 
influence on other – direct – drivers. For example, changes in the direct drivers (land 
use, climate, atmospheric N deposition and forestry) due to changing demography and 
socio-economic developments are calculated with IMAGE. Changes in infrastructure 
are calculated with the GLOBIO 2 model (UNEP, 2001).

173

Table 10.1. Major driving forces used in large-scale studies of human impacts on natural systems. 

Driving force Typea Reference

Land-use change (including 
forestry)

D Hannah et al. (1994); Sala et al. (2000); Sanderson et 
al. (2002); Wackernagel et al. (2002); Petit et al. (2001); 
UNEP/RIVM (2004); UNEP (2001)

Climate change D Sala et al. (2000); Petit et al. (2001); UNEP/RIVM (2004)
Atmospheric N deposition D Sala et al. (2000); Petit et al. (2001)
Biotic exchange D Sala et al. (2000)
Atmospheric CO2 
concentration 

D Sala et al. (2000)

Fragmentation D Wackernagel et al. (2002); Sanderson et al. (2002)
Infrastructure D Wackernagel et al. (2002); Sanderson et al. (2002); 

UNEP (2001)
Harvesting (including 
fisheries)

D Wackernagel et al. (2002)

Human population density I McKee et al. (2003); Cardillo et al. (2004); UNEP/RIVM 
(2004)

Energy use I UNEP/RIVM (2004)
a Direct (D) and indirect (I) according to the definition of the conceptual framework of the 
Millennium Ecosystem Assessment (Millennium Assessment, 2003).
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Drivers of biodiversity loss
Land use and land-use intensity. We found about 140 published datasets compar-
ing the species diversity and abundance between different land-cover/land-use types. 
Some of these studies include pristine, undisturbed ecosystems (e.g. primary forest). 
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Table 10.2. Relationship between GLC 2000 classes and land-use categories used in GLOBIO 3, 
including corresponding relative mean species abundance (MSA).

Main GLC 2000 
class (GLC 2000 
classa)

Sub-category Description MSALU

Snow and ice (20) Primary 
vegetation 

Areas permanently covered with snow or ice 
considered as undisturbed areas

1.0

Bare areas (19) Primary 
vegetation 

Areas permanently without vegetation (e.g. 
deserts, high alpine areas)

1.0

Forest (1, 2, 3, 4, 5, 
6, 7, 8, 9, 10)

Primary 
vegetation 
(forest) 

Minimal disturbance, where flora and fauna 
species abundance are near pristine

1.0

Slightly 
disturbed or 
managed forest 

Forests with extractive use and associated 
disturbance like hunting and selective 
logging, where timber extraction is followed 
by a long period of regrowth with naturally 
occurring tree species 

0.7

Secondary forest Areas originally covered with forest or 
woodlands where vegetation has been 
removed, forest regrowing or areas with a 
different cover and no longer in use

0.5

Forest plantation Planted forest, often with exotic species 0.2
Shrubs and 
grassland (11, 12, 
13, 14, 15)

Primary 
vegetation (grass 
or shrubland)

Grassland or shrub-dominated vegetation (e.g. 
steppe, tundra or savanna)

1.0

Livestock 
grazing 

Grasslands where wildlife is replaced by 
grazing livestock

0.7

Man-made 
pasture 

Forests and woodlands that have been 
converted to grasslands for livestock grazing

0.1

Mosaic: cropland 
/forest (17)

Agroforestry Agricultural production intercropped with 
(native) trees; trees kept for shade or as wind 
shelter

0.5

Cultivated and 
managed areas 
(16, 18)

Low input 
agriculture 

Subsistence and traditional farming; extensive 
farming and low external-input agriculture

0.3

Intensive 
agriculture 

High external-input agriculture, conventional 
agriculture, mostly with a degree of regional 
specialization, irrigation-based and drainage-
based agriculture

0.1

Artificial surfaces 
(21)

Built-up areas Areas more than 80% built-up 0.05

a 1, Broadleaved evergreen forest; 2, Closed broadleaved deciduous forest; 3, Open 
broadleaved deciduous forest; 4, Evergreen needle-leaf forest; 5, Deciduous needle-leaf forest; 
6, Mixed forest; 7, Swamp forest; 8, Mangrove and other saline swamps; 9, Mosaic: forest/other 
natural vegetation; 10, Burnt forest; 11, Evergreen shrub; 12, Deciduous shrub; 13, Grassland; 
14, Sparse shrub and grassland; 15, Flooded grassland and shrub; 16, Cultivated and managed 
areas; 17, Mosaic: cropland/forest; 18, Mosaic: cropland/other natural vegetation; 19, Bare 
areas; 20, Snow and ice; 21, Artificial surfaces.
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The different land-use types from these studies were grouped in ten globally consistent 
categories: primary vegetation, including naturally non-vegetated areas like deserts 
and ice cover; slightly disturbed or managed primary forests; secondary forests; for-
est plantations; agroforestry; livestock grazing; man-made pastures; low input agricul-
ture; intensive agriculture and built-up areas (Table 10.2). Most studies describe plant 
or animal species in the tropical forest biome, but the small number of available stud-
ies in other biomes confirms the general picture.

We calculated the value of MSA as the mean of all studies covering each land-cover/
land-use category (Table 10.2). The MSA estimates obtained are thus in line with the 
results of Scholes and Biggs (2005), who estimated fractions of original species popula-
tions to be found in a range of land-use types based on expert knowledge.

The data for land cover/land use and changes in these, in which the resolution is 0.5 by 
0.5 degrees, originate in the IMAGE model. This model has no fractional land use: i.e. 
a grid cell is covered either by agricultural land or natural vegetation, and each grid 
cell is assigned one natural land-cover type. To increase the spatial detail, we combined 
this data with the Global Land Cover 2000 (GLC 2000) map (Bartholome et al., 2004). 
GLC 2000, derived from the VEGA2000 dataset with a daily global image from the 
Vegetation sensor on board the SPOT4 satellite representing the year 2000, has a 
resolution of about 0.5 by 0.5 minutes. GLC 2000 has also been used in combination 
with other data to develop a land-cover base map for IMAGE (chapter 6).

We calculated the proportion of each land-cover/land-use type within each IMAGE 
grid cell from GLC 2000. The GLC 2000 map has 10 forest classes, 5 classes of low 
vegetation (grasslands and scrubland), 3 cultivated land classes, ice and snow, bare 
areas and artificial surfaces (Bartholome et al., 2004). This classification is based on the 
Land Cover Classification System developed by FAO and United Nations Environment 
Programme (UNEP) (Di Gregorio and Jansen, 2000). 

To calculate the impact of agricultural production intensity we assigned the categories 
‘intensive agriculture’ and ‘low input agriculture’ to the GLC class of ‘cultivated and 
managed areas’, using estimates of the distribution of intensive and low-input agricul-
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Table 10.3. Percentage of low-input and intensively used agricultural land for selected world regions 
based on farming system descriptions (Dixon et al., 2001) and GLC 2000.

Region Intensive 
agriculture 

Extensive
agriculture 

Total 

(%) (%) (1000 km2)

Middle East and North Africa 64 36    852
Sub-Saharan Africa 24 76   1632
Eastern Europe and Central Asia 42 58   2738
South and Central America 73 27   1576
South Asia 57 43   2141
East Asia and Pacific 93 7   2356
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ture in different regions of the world from Dixon et al. (2001) (Table 10.3). For all other 
regions we assumed 100% intensive agriculture. The change in agricultural land cal-
culated by IMAGE for each world region for the future is distributed proportionally to 
current land use over all grid cells. Hence, expansion of agriculture, as determined by 
GLC 2000, leads to a loss of area in all (natural) land-cover types within the grid cell. 

The GLC 2000 class containing a mosaic of cropland and forest has been assigned 
to the land-use category ‘agroforestry’ (Table 10.2), with grazing areas estimated by 
IMAGE for current and future years and distributed proportionally to all GLC 2000 
classes containing low vegetation. We assign this mosaic to the category of ‘livestock 
grazing’. The GLC 2000 class of ‘herbaceous cover’ is found within areas where forest 
is a potential vegetation type according to the potential vegetation map generated 
by IMAGE based on the BIOME model (Prentice et al., 1992) is classified as artificial 
pastures.

To calculate the impact of forestry we need to assign the land-use categories ‘slightly 
disturbed or managed forest’, ‘secondary forest’ and ‘forest plantations’ to the GLC 
2000 classes. We use data on forest use from FAO (2001) to derive fractions of pri-
mary and secondary forest, and forest plantations, of the total forest area for different 
world regions (Table 10.4). These fractions are applied to all grid cells that contain 

Table 10.4. Percentage of forest-use classes derived from FAO (2001) and GLC2000 for various world 
regions. The proportion of lightly used forest, which could not be estimated, is included in the 
primary forest category.

World region Primary 
forest 

Secondary 
forest 

Forest 
plantation

Total

(%) (%) (%) (1000 km2)

Canada 55 45    0 4830
USA 56 39    5 3462
Central America 85 14    1 1154
South America 84 15    1 8278
North Africa 31 31  38     45
Western Africa 92   7   1 4070
Eastern Africa 92   4   4    559
Southern Africa 97   2   1 2435
OECD Europe 60 35   5 1454
Eastern Europe 56 40   4   370
Former USSR 91   7   2 9260
Middle East 31 36 33   145
South Asia 53   7 40   857
East Asia 65 15 20 2230
Southeast Asia 75 15 10 2039
Oceania 91   7   2 1505
Japan 20 34 46   232
Greenland   0   0   0       0

Total 78 17   5 42925
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one or more GLC 2000 forest classes. For future calculations we use calculated timber 
demands to derive the fractional area needed to produce the timber and distributed 
the new fraction to each grid cell.

Furthermore, water bodies are excluded from the analysis, while all artificial surfaces 
are considered to be built-up areas. Bare areas are assigned to primary vegetation if 
the potential vegetation type is ice and snow, tundra or desert (where bare rocks or 
sand are abundant). Shrub classes are assumed to be secondary vegetation if the poten-
tial vegetation is forest (except for boreal forests).

Atmospheric N deposition. We reviewed some 50 studies on experimental addition of 
N in natural systems and the effects on species richness and species diversity. Based on 
this review, dose–response relationships were established between the annual rate of 
atmospheric N deposition exceeding the empirical critical load level and relative MSA. 
We assumed that the addition of N in these studies is equivalent to N deposition occur-
ring in the field. The N deposition pressure factor applies only to natural land and not 
to cropland, because the addition of N in agricultural systems is assumed to be much 
higher than the additional N deposition. Table 10.5 presents the regression equations 
for the biomes developed by Bobbink (2004).

Global atmospheric N deposition fields were calculated by using emission inventories 
for N gases for the corresponding years as input for the TM5 chemistry-transport 
model. Deposition rates for historical and future years were obtained by scaling the 
current deposition fields for the mid-1990s using emission inventories for N gases for 
the corresponding years (see chapter 8).

Effects of N deposition are based on the critical load values for major ecosystems, as 
described by Bouwman et al. (2002), who used the soil map of the world and sens
itivity of ecosystems to N inputs to produce a critical load map. The exceedance of N 
deposition in excess of critical load is calculated from global N deposition fields (see 
chapter 8) and the critical load map, while the N exceedance and the dose–response 
relationships for the different biomes are used to assess the effects of N deposition on 
the species abundance.
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Table 10.5. Regression equations for the relationship between atmospheric N deposition exceedance 
(NE)a and MSAN  for three ecosystems.

Ecosystem Equation Applied to GLC 2000 classes  (see 
Table 10.2)

Arctic-Alpine ecosystem MSAN = 0.9 - 0.05 NE Snow and ice (20) 
Boreal coniferous forest MSAN = 0.8 – 0.14 ln (NE) Forests (1-10) 
Grassland MSAN = 0.8 – 0.08 ln (NE) Grassland and shrub (11-15)
a NE is calculated as N deposition minus critical load.
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Infrastructural development. The impact of infrastructural development is based on 
the GLOBIO 2 model. GLOBIO 2 includes relationships between the distance to roads 
and MSA for various biomes based on over 300 peer-reviewed articles comprising in-
formation on more than 200 different species (UNEP, 2001). The impact of infrastruc-
tural development includes direct effects of disturbance on wildlife, fragmentation 
due to barrier effects, increased hunting activities and small-scale encroachment along 
roads.

The dose–response relationships were used to construct impact zones along linear in-
frastructure (roads, railways, power lines, pipelines) based on data from the Digital 
Chart of the World (DCW) (DMA, 1992). Buffers of different width were calculated and 
assigned to impact zones which were aggregated to 0.5 by 0.5 degree grid cells. MSA 
values were assigned to each impact zone (Table 10.6).

Fragmentation. If the unfragmented area of a land-cover type is large, all original 
species may find sufficient area suitable for supporting at least a minimal viable 
population, whereas a small unfragmented area may only support a minimal viable 
population of a few species (Verboom et al., 2006). The minimal area requirement of 
156 mammal and 76 bird species, i.e. the minimal area that species need to support 
a minimal viable population, is used to construct a general relationship between the 
percentage of species with sufficient area and patch size. Data are taken from Allen et 
al. (2001), Bouwman et al. (2002) and Woodroffe and Ginsberg (1998). For plant species 
we assume a much smaller area requirement (1 km2) than for animals. Table 10.7 
shows the fractions of original species having sufficient area to maintain a minimal 
viable population. These figures are assumed to represent the relative MSA.

Climate change. The treatment of climate change is different to that of the other 
pressure factors, as the available empirical evidence is limited to areas that are already 
experiencing significant impacts of change (such as the Arctic and montane forests). 
The current implementation in the model is based on estimates from EUROMOVE 
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Table 10.6. Zones (in km) along linear infrastructural objects and their impact on relative mean species 
abundance (MSAI) based on UNEP/RIVM (2004).

Vegetation cover High impact 
(MSAI=0.50)

Medium 
impact 
(MSAI=0.75)

Low impact 
(MSAI=0.9)

No-impact 
(MSAI=1.0)

Cropland 0.0-0.5 0.5-1.5 1.5-5.0 >5.0
Grassland 0.0-0.5 0.5-1.5 1.5-5.0 >5.0
Boreal forest 0.0-0.3 0.3-0.9 0.9-3.0 >3.0
Temperate deciduous forest 0.0-0.3 0.3-0.9 0.9-3.0 >3.0
Tropical forest 0.0-1.0 1.0-3.0 3.0-10.0 >10.0
Desert and semi-desert 0.0-0.5 0.5-1.5 1.5-5.0 >5.0
Wetland 0.0-0.5 0.5-1.5 1.5-5.0 >5.0
Arctic tundra 0.0-1.0 1.0-3.0 3.0-10.0 >10.0
Ice and snow 0.0-0.5 0.5-1.5 1.5-5.0 >5.0
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(Bakkenes et al., 2002; 2006), in which the proportion of species lost per biome in 
response to climate change is a function of temperature. These model results are com-
pared with the predicted biome shifts in the IMAGE model (Leemans and Eickhout, 
2005). Table 10.8 shows the slopes of the linear regression equations describing the 
global relationships between increase of temperature and stable area for each biome 
(IMAGE), or group of plant species occurring within a biome (EUROMOVE), which is 
considered to be an estimate of MSA. We used the regression lines that predict the 
smallest effects yielding conservative estimates (Table 10.8).

Calculation of biodiversity loss and relative contributions of each driver
The GLOBIO 3 model calculates the overall MSA value by multiplying the MSA values 
for each driver for each IMAGE 0.5 by 0.5 degree grid cell according to:

	 (1)
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Table 10.7. The relationship between area and corresponding fraction of species (MSAF) assumed to 
meet the minimal area requirement.

Area (km2)  MSAF

1  0.55
10  0.75
100  0.85
1000  0.95
>10000 1

Table 10.8. Slopes of the regression equations relating mean stable area relative to original area and 
temperature change (relative to pre-industrial) for calculating the MSACC for different biomes.

Biome Image Slope (°C-1)a

EuroMove

Ice 0.023* 0.05
Tundra 0.154 0.07*
Wooded tundra 0.284 0.051*
Boreal forest 0.043* 0.079
Cool conifer forest 0.168 0.080*
Temperate mixed forest 0.045* 0.101
Temperate deciduous forest 0.100* 0.109
Warm mixed forest 0.052* 0.139
Grassland and steppe 0.098* 0.193
Hot desert 0.036* -
Scrubland 0.129* 0.174
Savanna 0.093* -
Tropical woodland 0.039* -
Tropical forest 0.034* -
a Slopes marked with ‘*’ are used in the GLOBIO 3 model to calculate the correction factor for 
calculating the MSACC, starting from the values presented in Table 10.2 according to: 
MSACC = 1 – Slope* DTemperature.

iiiii CCFINLUi MSAMSAMSAMSAMSAMSA =
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where i is the index for the grid cell, MSAXi relative mean species abundance corre-
sponding to the drivers LU (land cover/use), N (atmospheric N deposition), I (infrastruc-
tural development), F (fragmentation) and CC (climate change). MSALUi is the area-
weighted mean over all land-use categories within a grid cell. Figure 10.1 shows the 
overall MSA for the world for the year 2000.

The regional MSAr is calculated as the area-weighted mean of MSAi values of all grid cells 
located within a region: 

	  		  (2)

where Ai is the land area occupied by grid-cell i.

The relative contribution of each driver to the loss of MSA was calculated from equations 
(1) and (2), as shown for the world in Figure 10.2. Agriculture is the most important factor 
worldwide in reducing MSA and thus biodiversity. This is because agricultural produc-
tion systems cover vast areas and most agricultural practices imply a drastic change in 
the original land cover (clearing, cultivation, use of agro-chemicals, fertilizers, etc.). On 
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Combined relative mean species abundance (MSAi) for 2000

Figure 10.1. Combined relative mean species abundance (MSAi) for the year 2000 using all 
pressure factors in this study. Land-use effects are dominant in this map. The spreading effect 
of infrastructure is also visible, especially in Northern Asia and Africa. Climate and nitrogen 
deposition are minor factors.
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the global scale, the second most impact factor is infrastructure, followed by fragmenta-
tion. Atmospheric N deposition, climate change and forestry are minor factors on global 
scale, but do play more prominent roles in some regions. In scenarios too, their role may 
become increasingly important. The relatively small contribution of forestry is partly 
explained by the assignment of the effects of deforestation to agriculture, since cleared 
forests are generally converted to crop or pasture land.

Figure 10.2 also shows that the global MSA is about 70%, indicating that large parts of the 
world are still in a more or less pristine state. Regionally, however, there are striking dif-
ferences (Figure 10.3). The regions that include large areas of desert (e.g. Northern Africa 
and Australia), ice cover (e.g. Greenland) or boreal forest and tundra (e.g. Canada and 
former USSR), which are not suitable for agriculture, show the highest MSA values.

10.3 	 Implementation of the SRES scenarios

We assessed the development of biodiversity for four different scenarios for the period 
up to 2030,. These are A1b, A2, B1 and B2 from the IPCC Special Report on Emissions 
Scenarios (SRES) (Nakicenovic et al., 2000), which were implemented with the IMAGE 
2.2 model on global scale (IMAGE-team, 2001). The infrastructural development was 
derived from the GLOBIO 2 model (UNEP, 2001). Here we summarize some of the main 
elements of the SRES scenarios relevant to global biodiversity. For further details please 
refer to Nakicenovic et al. (2000). The storylines of the SRES scenarios describe devel-
opments in many different social, economic, technological, and environmental and 
policy dimensions. None of the scenarios include new explicit climate or biodiversity 
policies.
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Figure 10.2. Relative global contribution of the different pressure factors to reduced MSA for the 
year 2000. 
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The A1 scenario describes a future world of very rapid economic growth, low population 
growth, and the rapid introduction and transfer of new and more efficient technolo-
gies. Major underlying themes are convergence among regions, capacity building and 
increased cultural and social interactions, with a substantial reduction in regional 
differences in per capita income.

The A2 scenario describes a heterogeneous world. The underlying theme is self-reliance 
and preservation of local identities. Fertility patterns across regions converge slowly, 
which results in high population growth. Economic development is primarily region-
ally oriented and per capita economic growth and technological changes are more frag-
mented and slower than in other storylines.

The B1 scenario assumes continuing globalization and economic growth, and a focus 
on the environmental and social (immaterial) aspects of life. The scenario can be 
interpreted as the continuation of a balanced modernization process. Governance at 

182

Canada

USA

Central America

South America

North Africa

Western Africa

Eastern Africa

Southern Africa

OECD Europe

Eastern Europe

Former USSR

Middle East

South Asia

East Asia

South East Asia

Oceania

Japan

Greenland

World

0 20 40 60 80 100

%

MSA

Agriculture
Forestry
Infrastructure
Nitrogen
Climate
Fragmentation

Relative contribution to reduction of MSA

Figure 10.3. Regional differences of the relative contribution to reduced MSA of different pressure 
factors for the year 2000. 
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all levels and regulated forms of market capitalism are seen as the way forward. It 
includes the strengthening of non-governmental organizations concerned about issues 
of sustainability and equity. The B1 scenario represents a modest and decent world, 
bureaucratic and regulated, but also in search of fairness and sustainability.

The B2 scenario portrays a world in which the emphasis is on local solutions to eco-
nomic, social, and environmental sustainability. It is a world with moderate popula-
tion growth, intermediate levels of economic development, and less rapid and more 
diverse technological change than in the B1 and A1 storylines. While the scenario is 
oriented towards environmental protection and social equity, it also focuses on local 
and regional levels.

Since the future infrastructural development is not an explicit part of the SRES scen
arios, we assumed a large increase in infrastructure in the A1 and A2 scenarios, whereas 
infrastructural development is less rapid in B1 and B2. These assumptions are based 
on the Global Environmental Outlook 3 (UNEP, 2002b). Changes in land use, especially 
the increase in agricultural land, change in atmospheric N deposition and expected 
climate change were calculated with the IMAGE model.
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Table 10.9. Comparison of the late 1990s situation with the SRES scenarios for world population, global 
arable land area, temperature change, infrastructure development and forestry.

Characteristic Late 1990s SRES scenario
A1 A2 B1 B2

Human population (x billion) 6.1 8.2 9.3 8.2 8.4
Area agricultural land (Mkm2) 17 20 21 19 20
Global temperature changea 0.61 1.25 1.33 1.31 1.33
Infrastructural development high high moderate moderate
Forestry no change no change no change no change
a Relative to pre-industrial

 

Table 10.10. Global MSA values (%) and reduction (%) caused by different pressure factors for 
projected land use and climate in 2030 according to the four SRES scenarios as implemented in the 
IMAGE model (version 2.2). 

A1 A2 B1 B2

MSA remaining 64.2 66.0 66.9 66.9
Reduction by 
pressure factor

Agriculture 15.4 16.1 15.2 16.1
Forestry 3.0 3.1 3.2 3.1
Infrastructure 9.4 7.1 7.1 6.1
Nitrogen 1.5 1.4 1.0 1.2
Climate 2.9 2.8 3.0 3.0
Fragmentation 3.6 3.6 3.6 3.6

Total 100.0 100.0 100.0 100.0
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There are clear differences between the four scenarios in the future development of the 
main driving forces of global biodiversity (Table 10.9). The future MSA values and the 
relative contribution of the pressure factors calculated using the procedures described 
above lead to decreases of the MSA in all scenarios (Table 10.10). Most biodiversity loss 
is seen in the A1 scenario (remaining MSA of 64%), while in the B1 and B2 scenarios the 
decrease of MSA is much less (remaining MSA is 67%).

Expansion of agricultural land is the most prominent factor causing MSA decrease in 
all scenarios (Table 10.10). Results of Sala et al. (2000) are not entirely comparable, 
as they use a different set of pressure factors; however, they also state that land-use 
change will be the most important threat to biodiversity in coming decades. The most 
severe changes are expected in A1, with more rapid economic growth than in other 
scenarios. In this scenario land-use changes in combination with infrastructural devel-
opment will cause biodiversity depletion. The effect of climate change is expected to 
increase in 30 years but still remains relatively small. Climate change is expected to 
have major impact on biodiversity in the longer term.

10.4 	 Concluding remarks

The GLOBIO 3 model framework is static rather than dynamic, and deterministic rather 
than stochastic. It is an operational tool to assess the combined effects of the most impor-
tant pressure factors on biodiversity. The link with the integrated model IMAGE allows for 
analysis of scenarios, evaluation of policy measures at the international level and analysis 
of different potential policy options.

The advantage of the GLOBIO 3 approach is the use of quantitative dose–response re-
lationships for different factors, which allows for estimating (i) biodiversity expressed 
as a proxy for the mean species abundance and (ii) the quantification of the relative 
contribution of different pressure factors to the loss of biodiversity. Since GLOBIO 3 also 
calculates changes of the areas of different ecosystems, it can provide information on 
changes in distribution and abundance of selected species, and changes in the extent 
of selected ecosystems and habitats.

There are a number of limitations and uncertainties related to the dose–response re-
lationships, the driving forces considered, and the underlying data used in GLOBIO 
3 that we wish to address in the coming years. The dose–response relationships are 
now based on a limited set of studies that were published and interpreted in a uni-
form framework. The set of studies does not cover all biomes nor does it represent all 
important species groups. It is rather a compilation of existing knowledge biased in 
the direction of specific biomes. Reducing the uncertainty of the estimated effects will 
require more studies covering a wider range of environmental conditions and vegeta-
tion types.
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Quantitative information on the interaction between pressure factors is scarce. To as-
sess possible interactions, assumptions can be made that range from ‘all interact com-
pletely’ (only the maximum response is delivered) to ‘no interaction’ (the responses to 
each pressure factor are cumulative). Such interactions will be explored in the coming 
years.

Important factors that may affect biodiversity are not included. Sala et al. (2000) con-
sidered the impact of (both intended and unintended) biotic exchange of species and 
invasion of exotic species, as well as increased atmospheric CO2 concentration, as ma-
jor factors. Dose–response relationships were not established in GLOBIO 3 for these fac-
tors due to lack of data. Other factors like fire incidence, extreme events and pollution 
(except atmospheric N deposition) are not addressed either.

Another way to improve the methodology is the use of species distribution and 
abundance data. Long-term time series of species occurrence and abundance may help 
to partially validate the GLOBIO 3 results (De Heer et al., 2005). Models for distribution 
of species can be developed using different statistical techniques combining the drivers 
behind species distributions, as suggested by Guisan and Zimmermann (2000).

Apart from the dose–response relationships, the GLOBIO 3 model results depend largely 
on the quality of the input data, particularly the spatial distribution for the different 
land-use classes. We recognize that the areas of agricultural land use differ signifi-
cantly between the FAO statistics (FAO, 2005) and satellite imagery (Klein Goldewijk 
et al., 2006), while the combination of IMAGE-simulated land cover with satellite data 
also causes inconsistencies. In addition, the GLC 2000 map may not be correct for use 
in combination with scenarios, because of land-use changes and climate change affect-
ing the distribution of ecosystems.

In spite of all these problems and uncertainties, the results of GLOBIO 3 are in line with 
the results of other global studies. Patterns of human disturbance reflected by popula-
tion density, degrees of human domination of ecosystems (McKee et al., 2003; Cardillo 
et al., 2004; Hannah et al., 1994), patterns of the ‘human footprint’ (Sanderson et al., 
2002) and patterns of human appropriation of net primary production (Imhoff et al., 
2004) are in agreement with the MSA estimates of GLOBIO 3. The similarity of the dif-
ferent analyses is not surprising, because all methods are dominated by factors related 
to land use and land conversion.

In addition to improvements of the approach described in this chapter, we are also 
working on a similar approach (based on driving forces) to assess changes in bio
diversity in freshwater systems and coastal marine ecosystems.
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11 	 FAIR: A model for analyzing  
environmental and cost implications  
of future commitment regimes

•	 The policy decision-support model FAIR, which is part of the IMAGE 2.4 frame-
work, is widely used to assess the environmental and abatement-cost implications 
of international regimes for the differentiation of future emission reductions of 
greenhouse gases (GHGs). The model links long-term climate targets and global 
reduction objectives with regional emission allowances and abatement costs and, 
as such, accounts for the Kyoto mechanisms.

•	 FAIR consists of three sub-models: a simple climate model (basically the IMAGE 2.4 
climate model), an emission allocation model and a cost model. The cost model 
uses marginal abatement cost curves of both the energy- and industry-related car-
bon dioxide emissions modelled by the TIMER 2.0 model and the carbon sinks of the 
IMAGE model.

•	 The FAIR model has been used in a recent study to assess different policy regimes 
and allocation schemes for stabilizing greenhouse gas concentrations at 550 ppm 
CO2-eq. The two regimes that provide the best prospects in terms of reduction tar-
gets and abatement costs for most of the countries were found to be the Multi-Stage 
approach (with a gradual increase in the number of countries adopting emission 
intensity or reduction targets) and the so-called Triptych approach (with sectoral 
targets for all countries).

11.1 	 Introduction

The Kyoto Protocol, which entered into force in February 2005, is the first step towards 
achieving the long-term objective of the UNFCCC:  stabilizing atmospheric GHG levels 
at non-dangerous levels (Article 2) (UNFCCC, 1992). According to the Kyoto Protocol 
(Article 9.2), international negotiations on the design of a post-2012 climate agree-
ment were due to start in 2005. One of the most contentious issues facing these nego-
tiations is that of (international) burden sharing – or differentiation – of the post-2012 
commitments with respect to reducing global GHG emissions: what is the time frame 
of the contribution (when) and how much should be contributed – and by whom? The 
answers to these questions are not only related to technical capabilities and economic 
costs, but also to such moral considerations as responsibility and equity. Within this 
framework, we developed the policy decision-support tool ‘Framework to Assess 
International Regimes for the differentiation of commitments’ (FAIR) version 2.0 with 
the aim of providing a tool which integrates most of these issues in a quantitative 
manner. More specifically, the model has been developed to explore and evaluate the 
environmental and abatement cost implications of various international regimes with 
respect to the differentiation of future commitments for meeting long-term climate 
targets, such as the stabilization of atmospheric GHG concentrations (Den Elzen and 
Lucas, 2005). 
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Many proposals for differentiating commitments among countries have been put for-
ward, both in the literature and from Parties to the UNFCCC (see for an overview Aldy 
et al., 2003; Bodansky, 2004; Kameyama, 2004; Torvanger and Godal, 2004). The FAIR 
2.0 model includes about ten approaches, all of which define the differentiation of 
commitments based on criteria and rules for the distribution of emission allowances 
(also referred to as assigned amounts, emission permits or emission endowments). The 
model was not developed to promote any particular approach to international burden 
sharing, but rather to support policy makers by quantitatively evaluating the environ-
mental and cost implications of a range of approaches and linking these to targets for 
global climate protection. It has also been used to support dialogues between scien-
tists, NGOs and policy makers (e.g. Berk et al., 2001). To this end the model is set up as 
an interactive tool with a graphical user interface, which enables interactive changing 
and viewing of model input and output. A demonstration version of the model can be 
downloaded at: www.mnp.nl/fair.

11.2 	 FAIR 2.0 Model description

General
The FAIR model consists of three linked models (Figure 11.1): a climate model, an emis-
sion allocation model and an abatement costs model. The climate model calculates the 
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climate impacts of global emission profiles and emission scenarios, and determines 
the global emission reduction objective based on the difference between the global 
emissions scenario (without climate policy) and a global emission profile (including 
climate policy).

The emission allocation model calculates the regional GHG emission allowances for 
different regimes for the differentiation of future commitments within the context of 
the global reduction objective derived from the climate model.

The abatement costs model calculates the regional abatement costs and emission 
levels after trading off the emission allowances derived from the emission allocation 
model following a least-cost approach. The model makes full use of the flexible Kyoto 
mechanisms for emissions trading and the substitution of reductions between the dif-
ferent gases and sources.

Model calculations have been carried out for 17 world regions or for aggregates of 
these 17 regions (Table 11.1). The GHG emissions are converted to CO2-equivalents, 
similar to those in the Kyoto Protocol, i.e. the sum of the Global Warming Potential 
(GWP; a 100-year time horizon is used) weighted emissions of the six GHGs or groups of 
GHGs specified in the Kyoto Protocol. These are carbon dioxide (CO2), methane (CH4), 
nitrous oxide (N2O), hydrofluorocarbons (HFCs), perfluorocarbons (PFCs) and sulphur 
hexafluoride (SF6). Various datasets of historical emissions, baseline scenarios, emission 
profiles and marginal abatement cost (MAC) curves are included in the model frame-
work to assess the sensitivity of the outcomes to variations in these key inputs.

The historical regional emissions are based on CDIAC-ORNL data (Marland et al., 
2003) and the EDGAR database (Van Aardenne et al., 2001). The CDIAC-ORNL data-
base includes CO2 emissions from fossil fuel combustion and cement production (for 
the period 1751–2000), while the CO2 emissions from land-use changes are based on 
Houghton (2003) (1890–2000). The EDGAR database includes the emissions of the 
Kyoto GHGs (CO2, CH4, N2O and the hydrochlorofluorocarbons (HCFCs), HFCs, PFCs and 
SF6), other halocarbons (e.g. chlorofluorcarbons (CFCs)), sulphur dioxide (SO2) and the 
ozone precursors (NOx CO and volatile organic compounds (VOC)) from fossil fuel com-
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Table 11.1. World regions and the different aggregated levels.

Annexes Income classa Aggregated regions 

Annex I High North America, EU plus, Japan, Oceania
Lower medium Former Soviet Union (FSU)

Non-annex I Medium Latin America
Lower medium – upper medium Middle East and Turkey
Low – lower medium Southeast and East Asia,  

northern and southern Africa
Low South Asia, western and eastern Africa

a High income (US$9266 or more), upper medium ($2996-9265), lower medium ($756-2995) 
and low income ($755 or less) (WorldBank, 2001). 
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bustion, industrial and agricultural sources, biomass burning and land-use changes 
(1890–1995).

Different baseline scenarios are used for future (1995–2100) projections of the regional 
population and gross domestic product (GDP) along with the anthropogenic baseline 
emissions of the Kyoto GHGs, SO2 and the ozone precursors. The baseline scenarios 
include the IMAGE 2.2 implementation of the six IPCC-SRES scenarios (IMAGE-team, 
2001) and the Common POLES-IMAGE baseline emission scenario (Van Vuuren et al., 
2003).

The global emission profile discussed in this chapter results in a stabilization of the 
GHG concentrations at 550 ppm CO2–eq. in 2100 (S550e). Other emission profiles are 
discussed elsewhere (Den Elzen and Lucas, 2005).

MAC curves reflect the costs of abating the last ton of CO2-equivalent emissions. 
Consequently, they describe the potential and costs of the different abatement options 
considered. For the energy- and industry-related CO2 emissions we derived MAC curves 
from the energy models TIMER (Van Vuuren et al., 2004) and POLES (Criqui et al., 1999) 
and from the macro-economic model WorldScan (CPB, 1999). For CO2 sequestration, 
MAC curves derived from the IMAGE 2.2 model can be used. For the non-CO2 gases, 
two sets of MACs are included in FAIR: one from Criqui (2002) and EMF21 (DeAngelo 
et al., 2004; Delhotal et al., 2004; Schaefer et al., 2004). These MAC curves for the non-
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Table 11.2. Description of the global climate model.

Sub-module Model

Carbon cycle Mass balance equation of the anthropogenic CO2 emissions minus the 
terrestrial uptake (i.e. Net Ecosystem Productivitya are based on IMAGE 2.2 
scenarios (IMAGE-team, 2001)) and the oceanic uptake (i.e. box-diffusion 
type model is from Joos et al. (1999)).

Methane Tropospheric loss depends on the OH concentration (parameterized as a 
function of CH4, CO, VOC and NOx), and stratospheric and biospheric loss 
based on IPCC-TAR (Prather et al., 2001).

Tropospheric 
ozone

Related to CH4 concentrations and emissions of reactive gas emissions from 
IPCC-TAR (Prather et al., 2001).

Halocarbons For CFCs, PFCs and SF6 constant lifetimes, and HCFCs and HFCs variable 
lifetimes (Prather et al., 2001).

Aerosols and 
ozone forcing

Forcings from sulphate aerosols (direct and indirect), fossil fuel black 
carbon, fossil fuel organic carbon and biomass burning aerosols, 
tropospheric and stratospheric ozone (O3) and water vapour are calculated 
as described in the IPCC Third Assessment Report (TAR).

GHGs forcing The non-linear concentration-forcing relations for CO2, N2O and CH4 
(including overlap terms) are based on IPCC-TAR.

Temperature 
increase and sea 
level rise

Upwelling-Diffusion Climate Model of the MAGICC model (Wigley and 
Raper, 1992), with IPCC-TAR parameter values, using a climate sensitivity 
of 2.5°C equilibrium surface temperature change for a doubling of CO2 
concentration.

a From regrowth vegetation (assumed to be an anthropogenic activity) and full-grown 
vegetation (a natural process)
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CO2 gases are primarily based on detailed abatement options for different sectors and 
sources.

Climate model
The simple climate model (Den Elzen and Schaeffer, 2002) calculates global GHG con-
centrations, radiative forcing, temperature increase and sea level rise using the global 
emission scenarios and profiles (Table 11.2). For the default calculations, the model 
uses the stand-alone IMAGE 2.2 climate model (Eickhout et al., 2004), which consists 
of an oceanic carbon, an atmospheric chemistry and a climate model (see Chapter 9). 
The UNFCCC – Assessment of Contributions to Climate Change (ACCC) climate model 
(UNFCCC, 2002) – is included for alternative global climate calculations. This model is 
based on Impulse Response Functions (IRFs) for the calculations of GHG concentrations, 
temperature change and sea level rise and on the IPCC-TAR functions for radiative 
forcing. An IRF mathematically describes a transient climate model response to ex
ternal forcing (Hasselmann et al., 1993). In addition, eight IRFs derived from simulation 
experiments with general circulation models (GCM) (Den Elzen, 2002) are included for 
alternative climate calculations.

The climate attribution model calculates the regional contribution to climate indica-
tors (GHG concentrations, radiative forcing, temperature change and sea level rise) on 
the basis of historical GHG emissions (Den Elzen et al., 2002) using the UNFCCC-ACCC 
methodology (UNFCCC, 2002). 

Emission allocation model
The emission allocation model calculates regional emission allowances for different 
international future commitment regimes (hereafter referred to as regimes). Within 
the framework of the FAIR model a regime is a set of rules for defining international 
emission reduction commitments and participation thresholds. Table 11.3 provides a 
brief description of the ten regimes included in the model, five of which are discussed 
in more depth here below.

Multi-Stage (MS). This regime consists of a system which divides countries into groups 
according to level of effort and type of commitments (stages). This regime results in 
an incremental evolution of the regime, i.e. a gradual expansion over time of the dif-
ferent groups of countries with commitments, where countries adopt different levels 
and types of commitments according to participation and differentiation rules (Gupta, 
1998; Berk and Den Elzen, 2001; Den Elzen, 2002). The regime is based on four con-
secutive stages for the non-Annex I regions: (i) no quantitative commitments – the 
regions follow their baseline emission trajectories; (ii) intensity targets – the regions 
adopt emission intensity improvement targets defined by the rate of reduction in the 
emission intensity of their economies, i.e. GHG emissions per unit of economic activity; 
(iii) stabilization of emissions – the regions stabilize emissions for a period of time; (iv) 
emission reduction targets – the regions share the remaining reduction effort needed 
to achieve the global emission profile on the basis of a burden-sharing key.
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All Annex I regions (including the U.S.A.) are assumed to start in the fourth stage, imme-
diately after the Kyoto period (2012), while the non-Annex I regions enter the different 
stages according to various participation thresholds. Stage 3 is excluded from the cases 
analyzed here. The participation thresholds are based on the Capability-Responsibility 
(CR) index, which is defined as the normalized sum of per capita income (in PPP$1000 
per capita) and CO2-equivalent emissions (in ton CO2 per capita; the index reflects the 
historical responsibility for climate change (Criqui and Kouvaritakis, 2000)). Purchase 
Power Parity (PPP) is an alternative indicator for GDP per capita based on the relative 
purchasing power of individuals in various regions For Stage 2, the intensity improve-
ment targets are defined as a linear function of per capita income with a chosen maxi-
mum rate that reflects the stringency of the overall climate target, while concurrently 
avoiding de-carbonization rates in any region that would outpace those of economic 
growth. The underlying factors determining the MS regime are described in detail by 
Den Elzen et al. (2006a).

Table 11.3. Brief description of the ten different regimes implemented in the FAIR model.

Regime Operational rule for allocation of emission allowances

Multi-Stage regime (MS) A gradual increase in the number of Parties involved 
adopting either emission intensity or reduction targets (Berk 
and Den Elzen, 2001).

Brazilian Proposal (BP) Reduction targets based on a country’s contribution to 
temperature increase (UNFCCC, 1997); participation in 
emission reductions based on a per capita income threshold 
(Den Elzen et al., 2003).

Ability to Pay (AP) Emission reduction allocation and participation in emission 
reduction based on per capita income thresholds (Jacoby et 
al., 1999).

Contraction & Convergence 
(C&C)

Emission targets based on a convergence of per capita 
emission levels of all Parties under a contraction of the global 
emission profile (Meyer, 2000).

CSE convergence (CSE) Per capita emission convergence (C&C) combined with 
basic sustainable emission rights (Centre of Science and 
Environment, 1998).

Global Compromise (GC) Allocation of the global emission allowances based on a 
population-weighted preference score voting for either 
emission (grandfathering) or per capita allocation (Müller, 
1999).

Grandfathering (GF) Allocation of the global emission reduction proportional to 
their present emission share, with participation in reduction 
based on an income threshold (Rose et al., 1998).

Multi-Criteria Convergence 
(MCC)

Allocation of the global emission allowances based on 
different weighting of criteria, i.e. emissions, population and 
GDP.

Emission Intensity Targets (EIT) Emission reductions related to improvements in the emission 
per unit GDP output (Den Elzen and Berk, 2003).

Triptych (TT) Emission allowances based on various differentiation rules to 
different sectors for all Parties (Phylipsen et al., 1998).



11   FAIR: A model for analyzing environmental and cost implications of future commitment regimes

193

Contraction & Convergence (C&C). This regime defines emission rights on the basis 
of a convergence of per capita emissions in which all countries participate immedi-
ately after 2012, with their per capita emission permits (rights) converging towards 
equal levels over time (Meyer, 2000). More specifically, all regional emission allowance 
shares converge from actual proportions in emissions to shares based on the distribu-
tion of the population in the convergence year. In the S550e example the convergence 
year is 2050.

Centre for Science and Environment (CSE) Convergence. CSE Convergence combines 
the C&C concept with basic sustainable emission rights (CSE, 1998). The basic assump-
tion is that there is a global sustainable emission level, which is defined as the amount 
of CO2 that can be emitted over the very long term without raising the atmospheric 
CO2 concentration. This global emission (6 Pg CO2-eq. per year is the S550e example) is 
allocated to all regions on a per capita basis in accordance with the egalitarian equity 
principle that every human being has the right to a basic emission quotum irrespec-
tive of nationality. Given future population development, the per capita basic emission 
quotum will change over time. In addition to the basic quotum, each person has a 
remaining quotum, which is calculated by subtracting the global sustainable emission 
level from the global emission profile using the linear convergence methodology. In 
the S550e example the convergence year is 2050. 

Global Compromise (GC). To solve conflicts between Parties, the GC regime creates 
a weighted arithmetic mean for base proposals and Party preferences (Müller, 1999), 
in which consensus is sought based on a voting procedure that combines preferences 
for a distribution of global emission allowances according to emission levels (grand
fathering) or population levels (per capita allocation). The calculation takes place in two 
steps:  a voting step, followed by an allocation of emissions on the basis of a population-
weighted averaging of the preferences. In the voting step, each region determines its 
preferred distribution method (per capita or grandfathering). The emission shares per 
region are then calculated as the (population) weighted mean between the population 
and grandfathering shares using the calculated weights. In our model implementa-
tion, the emissions and population shares and weights depend on a specified policy 
delay (pd), i.e. the values of the shares at time t are calculated based on the data of t – pd 
(Den Elzen et al., 2003). In the S550e example the policy delay is ten years.

Triptych (TT). The TT regime is a sector- and technology-oriented bottom-up approach 
that accounts for differences in specific situations within countries. It has been used 
for supporting decision making in internal target differentiation in the EU, both before 
and after Kyoto (COP-3) (Phylipsen et al., 1998). In its original form it only included 
energy-related CO2 emissions; however, Groenenberg (2002) extended this approach 
with other GHG emissions and sources and addressed a number of shortcomings. The 
overall emission allowances are determined by applying various rules for differentia-
tion to three distinct sectors – the internationally oriented energy-intensive industry 
sector, the domestic sector and the electricity production sector.
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The industrial emission allowances are calculated on the basis of a future growth of 
production. The growth rates are estimated by assuming per capita physical produc-
tion to be a function of per capita PPP income, with the latter derived from histori-
cal trends based on Groenenberg (2002). The improvement rates in energy intensity 
for all regions are calculated on the basis of  a world-wide convergence in energy 
efficiency levels, which are expressed in an aggregated Energy Efficiency Indicator 
(EEI) (Phylipsen et al., 1998) that varies over time. These improvement rates depend 
on the initial (2010) values of the indicator, the year of convergence and the final 
convergence level. The latter is a fraction (in the S550e example, this is 50%) of the EEI 
value obtained under the best current practices or best available technologies in the 
convergence year.

The domestic emission allowances depend on the population growth and a conver-
gence of per capita domestic emissions (in the S550e example, 1.5 ton CO2–eq. per 
year). The emission allowances from electricity production are defined by a growth in 
the electricity consumption and are estimated by the weighted sum of the emission 
growth in the energy-intensive industry and the domestic sectors, and a convergence 
in the intensity of the electricity production (emissions per unit of kilowatt-hour; in 
the S550e example 125 g CO2–eq. per KWh). This approach includes the non-CO2 GHG 
emissions from two other sectors –  fossil fuel production and agriculture (with a maxi-
mum reduction of non-CO2 GHG emissions of 90% below the baseline for fossil fuel 
and 35% for agriculture). For a more detailed description of this model, the reader is 
referred to Den Elzen (2002).

Abatement cost model
The cost calculations in the abatement cost model use aggregated permit demand and 
supply curves that are derived from the MAC curves for the different regions, gases and 
sources. Assuming a least-cost approach, these supply curves enable simple and trans-
parent calculations of the costs to be undertaken by different regions in reaching their 
respective emission targets, as set in the emission allocation model. The intersection 
formed by the aggregated MAC curves (total supply) and emission reduction objec-
tives (total demand) of Parties determines the international market equilibrium permit 
price (henceforth referred to as permit price).

Depending on the national or regional MAC curves and the reduction objectives, this 
market price determines whether Parties will import permits to meet their individual 
targets or whether they will abate more than is required to sell this surplus on the 
international permit trading market. This methodology distributes the regional emis-
sion reduction objectives over the different gases and sources following a least-cost 
approach, taking full advantage of the flexible Kyoto Mechanisms, i.e. International 
Emissions Trading (IET), Joint Implementation (JI) and the Clean Development Mecha-
nism (CDM). The permit price is subsequently used to determine the buyers and sellers 
on the international trading market as well as the accompanying financial flows of 
permit trading and the regional abatement costs resulting from domestic and external 
abatements. As the lion’s share of the reduction effort is generally taken domestically, 
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the ratio of abatement costs to GDP measured in PPP terms (referred to as the ‘effort 
rate’) is a useful indicator of potential economic impacts of emission reduction. For a 
more detailed description of this model, the reader is referred to Den Elzen and Lucas 
(2003).

The MAC curves and main parameter settings used in the analysis in this chapter are 
presented in Table 11.4 and briefly discussed below (for details, see Van Vuuren et al., 
2003). FAIR uses impulse response curves from the TIMER energy model (de Vries et al., 
2001) for CO2 abatement options and cost estimates for energy- and industry-related 
emissions (energy, feedstock and cement production). The TIMER energy model calcu-
lates regional energy consumption, energy-efficiency improvements, fuel substitution 
and the supply and trade of fossil fuels and renewable energy technologies as well as 
carbon capture and storage. A carbon tax on fossil fuels is imposed for constructing the 
MAC curves to induce emission abatements, taking into account technological devel-
opments, learning effects and system inertia (Van Vuuren et al., 2004). The potential 
of CO2 sinks for application in Afforestation and Reforestation (AR) projects, as deter-
mined by the IMAGE model (see chapter 7), are extended with conservative estimates 
of sinks from Forest Management together with negligible costs.

For the non-CO2 GHG emissions, the set of MAC curves from Criqui (2002) is used, 
including curves for CH4 and N2O emissions from both energy- and industry-related 
emissions and from some agricultural sources, as well as abatement options for the 
halocarbons. The non-CO2 MAC curves have been corrected for measures already ap-
plied under our baseline scenario in order to increase consistency within the analysis 
(see Van Vuuren et al., 2003, for the methodology used). In addition to the end-of-pipe 
measures on which the non-CO2 MAC curves are based, CH4 and N2O emissions can be 
reduced by systemic changes in the energy system (for example, the reduction in the 
use of coal and/or gas reduces CH4 emissions during the production and transport of 
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Table 11.4. Marginal Abatement Cost (MAC) curves and the parameter setting for the Kyoto 
mechanisms used for the cost calculations (Van Vuuren et al., 2003).

MAC curves Settings

CO2 energy- and industry-related MAC curves TIMER
CO2 ARa MAC curves IMAGE 2.2
Non-CO2 MAC curves – set GECS

• Technological improvement 2% per 5-year period
Non-CO2 agricultural emissions No MAC curves available

• Maximum reduction (below baseline) 35% 
• Target year 2040

Kyoto mechanisms – parameters
Transaction costs Sum of a constant $2 per tCO2-eq. plus 2% of 

the total abatement costs
CDM accessibility factor 10% of the theoretical maximum in 2010 

increasing to 30% in 2030
a AR, Afforestation and Reforestation
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these fuels). In Van Vuuren et al. (2006) we account for these effects by a coupled analy-
sis of the FAIR and TIMER models. It should be noted, however, that the total impact of 
these indirect reductions are relatively small (at the most, about 0.1-0.2 Pg C compared 
to the overall reduction objective of more than 10 Pg C in 2050) and have therefore not 
been taken into account in the analysis here.

As the model includes different sets of MAC curves, several additional assumptions 
need to be taken to use them together within the FAIR framework. The non-CO2 MAC 
curves are constructed for the year 2010 only and do not change in time. Therefore, a 
technological improvement factor is included that increases the abatement potential 
per dollar invested over time. Furthermore, no MAC curves are currently available for 
several non-CO2 land-use emission sources (mainly wetland rice, animals and fertilizer 
use). Since several abatement options already exist for these sources, exogenous as-
sumptions are made for their reduction potentials.

Transaction costs are included for the use of the Kyoto mechanisms. The non-partici-
pating regions that have no commitments in the regimes (MS, BP, AP, EIT and GF) can 
only participate through CDM projects. For these projects we used an accessibility fac-
tor, as only a limited amount of the total CDM abatement potential is assumed to be 
accessible to the market.

The description of costs of climate policies using marginal abatement costs is transpar-
ent and flexible and allows for a description of emission trading, including possible 
limitations in the use of flexible instruments (e.g. transaction costs and accessibility of 
reduction options). Furthermore, the approach takes all six Kyoto GHGs into account 
and allows for full flexibility in both the abatement of these gases (the so-called multi-
gas approach) and in other options such as sinks.

There are also a number of limitations inherent to the MAC curves approach: (i) they 
only represent direct cost effects and provide no feedback to the overall economy; 
as such, there is no direct link with macroeconomic indicators such as GDP or utility 
losses; (ii) MAC curves are as yet not available for all sources; (iii) the MAC curves for the 
non-CO2 sources do not fully account for the dynamics of the technological develop-
ments, learning effects and system inertia as a function of time-pathways of the earlier 
abatements.

11.3 	 Model analyses with FAIR 2.0

FAIR evaluates the allocation of the necessary emission reductions and the accompany-
ing abatement cost implications of the ten regimes included in the FAIR model. In the 
analysis presented here only one global emission stabilization profile is used, that of 
stabilizing atmospheric GHG concentrations at 550 ppm CO2-eq.
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Climate impacts
We used the Common POLES-IMAGE scenario (Criqui et al., 2003; Van Vuuren et al., 
2003) as the baseline scenario (Figure 11.2). This scenario describes a continued pro
cess of globalization, medium technology development and a strong dependence on 
fossil fuels. GHG emissions increase from 35 Pg CO2-eq. in 2000 to more than 90 Pg 
CO2–eq. in 2050, which corresponds to a medium-level scenario when compared to the 
IPCC SRES emissions scenarios.

The S550e stabilization profile leads to a long-term stabilization of the GHG concentra-
tion at 550 ppm CO2–eq. in 2100 (Eickhout et al., 2003). Up to 2010, S550e includes 
the implementation of the Annex I Kyoto targets for Canada, Japan and western and 
eastern Europe, and an optimal level of banking of excess emissions by the former 
Soviet Union (FSU). The U.S.A. follows the Bush plan (emission intensity target), but 
this leads to emissions which do not significantly differ from their baseline values (Van 
Vuuren et al., 2002). The Annex I region, Oceania (including Australia), and the non-
Annex I regions are assumed to follow their baseline emissions. After 2010, the profiles 
are designed in such a way that they meet the long-term CO2-equivalence stabilization 
targets. The GHG emissions continue to rise during the first decades of the simulation, 
after which they need to be reduced. For the S550e profile, the global anthropogenic 
GHG emissions would have to peak before 2020 and be back to 1990 levels around 
2035.
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Figure 11.2. Global GHG emissions (left) and concentrations (second left), total temperature in-
crease (second right) and rate of temperature increase (most right) for the 550 CO2 eq. emission 
profile and the baseline scenario. 
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Regional emission reduction
The global emission reduction objective required is defined by the difference between 
the baseline emissions and the stabilization profile. The emission reductions under the 
various regimes are summarized for S550e in Table 11.5. Since the differences between 
the regimes are most pronounced over the short term, the focus is on the year 2025.

The regime resulting in the smallest emission reductions or highest emission allowances 
are indicated by the darkly shaded cells with white numbers. These can be classified 
as the most favourable or most attractive regimes. The regime resulting in the largest 
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Table 11.5. Average of the absolute reductions over all regimes and standard deviation of the 
average, and regional reduction with respect to the default averagea for 17 world regionsb for the 
different regimes in 2025 for the S550e profilea.

2025, S550e Aver-
age

SD GC CSE AP MS C&C TT BP EIT GF MCC

Canada 55.0 10.4 74.3 67.3 61.3 54.8 53.5 39.8 52.6 53.8 50.5 42.5

USA 47.5 15.0 77.9 65.3 55.0 50.9 43.3 42.1 35.0 40.5 35.1 29.7

OECD Europe 40.2 10.8 53.5 51.8 51.2 38.4 39.2 35.4 45.6 23.1 39.8 23.6

Eastern Europe 32.4 7.8 46.4 44.1 24.4 29.0 29.9 35.2 31.7 26.7 30.8 23.3

Former USSR 46.0 10.0 65.7 59.3 31.8 44.2 43.8 43.1 41.4 50.8 41.1 39.4

Oceania 45.0 13.1 73.1 62.1 44.9 46.9 43.7 36.7 37.3 33.0 38.6 33.3

Japan 44.4 9.4 55.4 55.1 55.7 42.9 43.8 41.1 45.1 31.1 44.6 28.7

Central America 33.5 8.0 22.5 24.1 37.4 34.0 29.4 27.1 40.4 41.5 47.1 31.9

South America 36.2 5.1 34.8 33.6 36.7 37.2 33.3 27.1 40.3 40.6 45.4 32.9

Northern Africa 13.0 12.1 -2.0 3.8 0.0 11.6 19.1 16.0 24.5 27.1 0.0 30.1

Western Africa -13.1 34.1 -78.8 -69.7 0.0 0.0 -13.4 -6.2 0.0 9.2 0.0 28.0

Eastern Africa -29.3 52.3 -130.5 -117.7 0.0 0.0 -44.1 -15.0 0.0 3.7 0.0 10.2

Southern Africa 18.2 14.3 28.1 23.3 2.7 9.1 32.5 20.1 20.3 0.3 2.7 43.3

Middle East 46.3 5.3 55.7 49.6 43.4 47.7 46.0 41.0 39.5 41.1 52.9 46.2

South Asia -3.2 22.6 -51.7 -33.0 0.0 1.1 3.4 12.6 0.0 10.7 0.0 25.1

East Asia 31.5 2.6 28.1 31.8 27.1 30.4 32.2 34.7 30.4 31.6 35.7 32.6

South East Asia 22.7 11.1 6.2 13.9 17.4 10.2 27.0 22.5 42.2 28.5 25.2 34.0

Annex-I 44.8 10.7 66.5 59.3 47.4 45.1 42.2 40.2 39.8 38.0 38.5 30.7

non-Annex I 23.1 7.2 8.3 13.3 21.5 23.1 25.0 25.8 26.6 27.3 27.6 32.9

 

Fewer non-Annex I reductions More non-Annex I reductions
decrease relative to average 
reduction > 50%

-XX XX increase relative to average 
reduction > 50%

decrease relative to average 
contribution > 25%

-XX XX increase relative to average 
reduction > 25%

decrease  > 10% -XX XX increase > 10%
decrease < 10% -XX XX increase < 10%

XX is absolute reduction compared to the baseline
a The colour of each cell and number is a function of the relative change of a regional reduction 
with respect to the default average reductions of the particular region. For example, the abso-
lute reduction for Canada under the GC case is 74.3%, which represents a change in reduction of 
19.3% compared to the averaged reduction (55%). The relative difference between 19.3% and 55% 
is now 35% (=100*19.3/55), and so occurs in the (25–50)% range; this indicates that the GC case 
is not really attractive for Canada. 
b Columns are sorted from left to right, with increasing reductions for non-Annex-I.
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emission reductions, relatively speaking, or the lowest emission allowances can be clas-
sified as the least favourable or least attractive regime; these are indicated by darkly 
shaded cells with black numbers. The attractiveness of a regime is known to depend 
on the policy parameter settings chosen and – in some cases – on the stringency of 
the global emission profile to be met. The parameter settings can be as important as 
the choice of the regime (Den Elzen et al., 2002; Den Elzen et al., 2003), with the most 
important policy parameters being threshold levels, burden-sharing key and conver-
gence dates.

Regimes should not lead to disproportional burdens (Article 3.1 UNFCCC). Based on 
such extreme (disproportional) results, defined here as a relative difference of more 
than 50% (i.e., the dark-grey cells with the white numbers in Table 11.5), the regimes 
can be divided into three groups.

The first group represents those cases resulting in disproportional burdens, such as 
GC, CSE, MCC and GF. GC and CSE are clearly the most attractive regimes for the non-
Annex I regions with the exception of the Middle East and Turkey. In the short term, 
these cases not only lead to large excess emission allowances for the low income non-
Annex I regions but also for northern Africa due to the initial re-allocation of emission 
allowances towards a better division in emissions per capita. MCC and GF represent the 
most attractive regimes for the Annex I regions, while leading to high reductions for 
the low- and medium-income non-Annex I regions. 

The second group is the most attractive in terms of reductions for certain Parties 
(AP, EIT and BP), while clearly being unattractive for some other Parties. The AP case 
with a burden sharing based on per capita income is attractive to most low- and 
medium-income countries. The EIT case is, in general, attractive to the regions of the 
Organization for Economic and Co-operative Development (OECD) with relatively low 
emission intensities, in particular for OECD-Europe and Japan, but it is particularly 
unattractive for South Asia and northern Africa due to their early entry into commit-
ments to emission reductions. Furthermore, for the latter two regions, the adopted 
intensity improvement rates exceed the trend in their baselines. The BP regime is not 
only unattractive to OECD-Europe due to its relatively large historical contribution 
to temperature increase but also to Latin America. Southern Africa, South Asia and 
northern Africa benefit from the no-binding commitments that are conditional to their 
participation in emission reductions, which specifically makes the BP regime attractive 
to these three regions (see comment 1).

The third group comprises the MS, the TT and C&C, which occupy a position more to 
the middle (Table 11.5). Hence, the MS and TT regimes are the most acceptable ones in 
terms of reduction targets. The MS regime leads to high reductions for the U.S.A. and 
Central and South America. It is less restrictive for South Asia, which can follow the 
baseline emissions, and also for East Asia, as its per capita emissions are close to the 
world average. However, for eastern and western Africa, this case is less attractive than 
C&C, because they do not experience excess emission allowances. 
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The C&C case is attractive to OECD-Europe and Japan because of their relatively low 
per capita emissions and the fact that under C&C all countries contribute to emission 
reductions. The earlier contribution of the non-Annex I regions makes C&C a relatively 
less attractive regime for South Asia and East Asia. Since the per capita emissions for 
East Asia are close to the world average per capita emissions, they do not gain in the 
C&C regime. In the short term, it is eastern and western Africa who stand to gain from 
the excess emissions.

In general, the TT regime is attractive to the OECD regions with relatively low emission 
intensities, i.e. OECD-Europe and Japan. The regime is also attractive to the medium-
income regions, Latin America, the Middle East and Turkey. In contrast, the TT regime 
is particularly unattractive to South Africa, South Asia and East Asia due to their rela-
tive inefficiency in the electricity and industrial sector and their high dependency on 
carbon-intensive coal. 

Regional abatement costs
Compared to the regimes with full participation in the emission permit trading mar-
ket, such as C&C and MCC, the permit prices and effort rates remain somewhat below 
the prices and effort rates in the gradual participation regimes (Figure 11.3). For the 
full participation cases, all non-Annex I regions are assumed to fully participate in 
emissions trading after 2012, whereas for the other cases, participation increases with 
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Figure 11.3. Permit price (left) and global effort rate (right) for the various regimes for the 550-
eq. emission profile. Note that the delayed participation of South Asia under the BP case in 2040 
leads to a sudden decrease in the permit price. 
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time. The non-participating non-Annex I regions have no commitments and can there-
fore only participate through CDM. CDM allows the participating regions to fulfill part 
of their reduction objective by purchasing emission reductions of non-participating 
regions on a project basis. The limited accessibility of viable CDM projects lowers the 
supply of emission reductions on the international market, thereby increasing the per-
mit price. As shown in Den Elzen and Lucas (2005), both the international permit price 
and the global effort rate depend more on the stabilization level chosen than on the 
regimes considered.

The estimation of the costs of emission reduction for the different regimes is fraught 
with uncertainties (Van Vuuren et al., 2003), even for very short-term cost calculations 
of the Kyoto Protocol. We therefore focus on the year 2025 (Table 11.6). The effort 
rates vary greatly across the various regimes and regions. This heterogeneity can be 
explained by the differences in regional reduction objectives (Table 11.5), reduction 
potentials and income levels.

Table 11.6. Effort rate for the ten regimes explored in 2025 for the S550e profilea.

2025, S550e Aver-
age

SD GC CSE AP MS C&C TT BP EIT GF MCC

Canada 0.77 0.23 1.27 1.08 1.01 0.76 0.72 0.41 0.74 0.63 0.68 0.43

USA 0.69 0.31 1.48 1.16 0.96 0.79 0.58 0.52 0.36 0.43 0.36 0.23

OECD Europe 0.40 0.18 0.60 0.57 0.63 0.37 0.38 0.32 0.52 0.10 0.42 0.13

Eastern Europe 0.28 0.18 0.70 0.63 0.02 0.21 0.24 0.35 0.27 0.14 0.23 0.05

Former USSR 1.01 0.41 2.10 1.75 0.17 0.93 0.91 0.93 0.79 1.05 0.76 0.66

Oceania 0.67 0.29 1.51 1.18 0.73 0.75 0.64 0.35 0.47 0.24 0.52 0.34

Japan 0.42 0.16 0.58 0.58 0.65 0.39 0.40 0.35 0.45 0.17 0.44 0.16

Central America 0.39 0.20 0.10 0.14 0.51 0.40 0.28 0.22 0.60 0.50 0.80 0.34

South America 0.53 0.17 0.48 0.45 0.57 0.56 0.44 0.27 0.69 0.54 0.86 0.43

Northern Africa -0.07 0.29 -0.60 -0.41 -0.26 -0.18 0.08 -0.02 0.23 0.33 -0.26 0.43

Western Africa -2.32 2.39 -8.22 -7.47 -0.63 -0.51 -2.80 -2.14 -0.61 -0.76 -0.63 0.64

Eastern Africa -3.11 3.37 -11.32 -10.32 -0.36 -0.29 -4.62 -2.32 -0.35 -0.78 -0.36 -0.42

Southern Africa -0.26 1.27 0.61 0.23 -1.87 -0.95 0.96 0.01 -0.20 -1.31 -1.86 1.84

Middle East 1.44 0.27 1.85 1.57 1.39 1.51 1.40 1.15 1.17 0.99 1.92 1.41

South Asia -0.49 0.40 -1.78 -1.31 -0.24 -0.49 -0.41 -0.17 -0.23 -0.17 -0.24 0.14

East Asia 0.28 0.09 0.20 0.30 0.11 0.26 0.32 0.39 0.23 0.23 0.39 0.33

South East Asia 0.10 0.28 -0.32 -0.12 -0.10 -0.24 0.22 0.10 0.66 0.26 0.14 0.40

World 0.34 0.04 0.34 0.34 0.39 0.35 0.33 0.32 26.6 0.27 0.39 0.33

XX costs 4 times world average

XX costs 2 times world average

XX costs 20% above world average

XX costs about world average

XX costs less than 80% world average

-XX low gains (50% world average)

-XX average gains less world average

-XX high gains 2 times world average

-XX very high gains 3 times world average

value absolute change in contribution

a The sequence of the regimes is similar to those in Table 11.5. The first and second columns give 
the average and the standard deviations (SD) of the effort rates for the ten regimes per region. 
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The effort rates of the OECD regions are about 0.2–1%, with the exception of the CSE 
and GC cases. Although the differences are small, total abatement costs tend to be 
relatively high for Canada, the U.S.A. and Oceania (regions with the highest per capita 
emissions) and somewhat lower for Europe and Japan (regions with medium per capita 
emissions). The costs for the FSU are much higher due to relatively high emissions per 
capita and medium-income levels.

The costs for non-Annex I regions are more variable than for the Annex I regions, pri-
marily due to the more differentiated emission reduction targets in the group of non-
Annex I compared to the Annex I regions. The Middle East and Turkey are confronted 
with the highest effort rates (1–2%), caused primarily by their relatively high per capita 
emissions and medium-income levels, while the effort rates of Latin America are about 
the same as those of the OECD regions for both profiles. With the exception of the 
MCC case, the low-income regions gain in all regimes and under both profiles. These 
gains range from 0 to 3% of their GDP and are the highest for the CSE, C&C and GC 
cases. Finally, for the low- to lower-medium income regions (Southeast and East Asia), 
the effort rates are below the world average (about 0.3% of GDP), mainly due to their 
relatively high gains from emissions trading, which partly compensate for the costs of 
emissions control.

In general, the differences in costs between regions reflect the differences in reduc-
tion targets presented in Table 11.5. For example, in most Annex I regions the GC case 
leads to the highest reduction targets as well as to the highest costs. However, due to a 
limited reduction potential and a low income, regimes with low reduction efforts – for 
example, the MS case for the Middle East and Turkey – can still lead to high abatement 
costs and may therefore not be that attractive.

Den Elzen et al. (2005b) have systematically analyzed the regional effort rates of the 
BP, MS and C&C. By comparing the effort rates with the world average, they identified 
four groups of regions with similar efforts that were in line with the income classes 
(Table 11.1): (i) high-income regions generally show intermediate cost levels compared 
to other regions; (ii) medium-income regions in group 2 are confronted with the high-
est costs; (iii) low- to lower-medium-income regions in group 3 are faced with low to 
average costs; (iv) low-income regions show net gains from emissions trading. This 
grouping also holds for the ten regimes (Table 11.6).

The pattern of attractive regimes is quite similar for the reductions and the abatement 
costs (Tables 11.5 and 11.6). It can be concluded that for the high-income regions, MCC 
and EIT and, to a lesser extent, MS, TT and C&C are the most attractive regimes; BP 
and particularly AP are the least attractive ones. For the Middle East and FSU (medium-
income regions), almost all of the regimes are unattractive, since most of them lead to 
high costs. For Latin America (also medium income), GF is the least attractive regime, 
while the other regimes show moderate costs. For the low- to lower-medium-income 
regions, southern Africa in particular, the C&C and MCC regimes are less attractive 
than regimes with income thresholds (MS and AP). Finally, for the low-income regions, 



11   FAIR: A model for analyzing environmental and cost implications of future commitment regimes

203203

all regimes except MCC are reasonably attractive and lead to high gains, in particular 
C&C.

Hence, the MS and TT regimes result in a more even distribution of costs than the other 
regimes, particularly among the Annex I regions (with the exception of the FSU, with 
high effort rates for most regimes). Within each income class, MS and TT also show 
the smallest differences compared to the average costs for the income class, and for 
this reason they would seem to provide the best prospects for a negotiation outcome 
based on compromises of all Parties. However, it is recognized that the results depend 
strongly on the policy parameter settings, marginal abatement cost curves, the base-
line emission scenarios chosen and the climate target set (Den Elzen et al., 2005b). In 
practice, regime proposals will be evaluated on the basis of a much wider range of 
considerations. Therefore, multi-criteria analysis on the basis of environmental, politi-
cal, economic and technical criteria could be a useful tool for identifying the relative 
strengths and weakness of each regime (e.g. Den Elzen et al. (2003) and Höhne et al. 
(2003)).

11.4 	 Caveats

The FAIR model has several strengths and weaknesses. Its main strengths are outlined 
below. The integration of the climate model enables the direct climate impacts of 
the different emission profiles and baseline scenarios to be determined, taking into 
account the uncertainties of the climate sensitivity. Regimes can be compared with 
respect to their environmental and cost implications for the different world regions, as 
the model includes many regimes already proposed in academic, non-governmental 
and policy circles. The model provides a complete and detailed description of the 
different sources of GHG emissions and their abatement options and potentials, 
thereby allowing for flexible substitution between abatement of sources, gases and 
regions. Finally, the description of costs of climate policies using the methodology 
based on marginal abatement cost curves is transparent and flexible, allowing for a 
description of emissions trading, including possible limitations in the use of the flexible 
instruments (e.g. transaction costs and accessibility of reduction options).

The main weaknesses of the FAIR model are also outlined here. First, the abatement 
costs represent the direct-cost effects based on MAC curves but do not consider the 
various linkages and rebound effects via the economy. Second, the model uses GWPs 
to determine total CO2 equivalent emissions and a cost-effective distribution of the 
different reduction options. Although this GWP concept has some shortcomings, it 
is consistent with the current GHG emission reduction targets formulation of climate 
policies (e.g. Kyoto Protocol). And third, as the model combines different sets of MAC 
curves from different sources, not all interactions and co-benefits are taken into 
account.
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11.5 	 Concluding remarks

The FAIR model can be applied to obtain a consistent and quantitative comparison of 
various allocation-based, multi-lateral regime proposals. This has been done for the EU 
DG Environment project ‘Greenhouse gas reduction pathways in the UNFCC post-Kyoto 
process up to 2025’ (Criqui et al., 2003). The model has also been used to evaluate the 
Kyoto Protocol under the Bonn and Marrakesh agreements in terms of environmental 
effectiveness and costs (Den Elzen and de Moor, 2002; Lucas et al., 2005), the Bush 
Climate Change Initiative (Van Vuuren et al., 2002) and the Brazilian Proposal (Den 
Elzen et al., 2002). Furthermore, the mode has been used in combination with the 
integrated assessment model IMAGE and the energy model TIMER for the analysis of 
multi-gas mitigation scenarios in the Energy Modelling Forum (EMF 21) (Van Vuuren 
et al., 2006).

The model is used here for a consistent and quantitative comparison of ten regimes. 
These ten international regimes are rule-based approaches for defining international 
emission reduction commitments, and they act as effective schemes for deriving emis-
sion targets systematically on the basic principle of a fair distribution of emission 
reduction obligations. The key difficulty in designing post-2012 regimes lies in the 
acceptability of the corresponding emission reduction targets to the different Parties. 
The regimes should not lead to extreme results (for example, when regional costs as a 
percentage of the GDP far exceed the world’s average costs) or be particularly attrac-
tive or unattractive only to certain Parties.

A comparison of the resulting reduction targets showed that the GC, CSE and AP 
regimes are the most attractive regimes for most non-Annex I regions. Conversely, the 
MCC and GF regimes are the most attractive for the Annex I regions. The EIT regime is, 
in general, attractive to OECD regions with relatively low emission intensities – OECD-
Europe and Japan in particular. The MS and the TT regimes and, to a lesser extent, the 
C&C regime occupy a kind of middle position in terms of reduction targets. It should 
be acknowledged that the attractiveness of a regime depends on the policy parameter 
settings chosen and, in some cases, also on the stringency of the global emission profile 
to be met.

With respect to the abatement costs, MS and C&C are attractive regimes for the Annex 
I regions with high incomes (excluding the FSU), whereas the GC, CSE and, to a lesser 
extent, the BP regimes are unattractive to these regions. In contrast, all regimes seem 
to be unattractive for the Middle East and Turkey, the FSU and, to a lesser extent, Latin 
America (medium-income regions), since all lead to high costs; this is particularly true 
for the GC regime. For Southeast Asia, East Asia, northern Africa and especially south-
ern Africa (low- to lower-medium-income regions), C&C can be less attractive than re-
gimes with income thresholds (the MS and the BP). For western and eastern Africa and 
South Asia (low-income regions), all regimes appear to be attractive, in particular those 
in which the allowable emission levels are higher than the baseline emissions (excess 
emission allowances), as under C&C, CSE and GC.
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When reduction targets and abatement costs are combined, the MS, TT and, to a lesser 
extent, the C&C regimes seem to result in the most even distribution of costs amongst 
all Parties and, therefore, would appear to provide the best prospects for a negotiation 
outcome based on compromises from all Parties. However, although the reduction 
targets seem to be moderate for some regions, the abatement costs can be quite high. 
Therefore, an in-depth analysis of the accompanying costs is required when regional 
reduction objectives are being assessed for different regimes in order to identify and 
subsequently avoid disproportional results.

In conclusion, since the finalization of the FAIR 2.0 model (2003), developmental work 
has continued in five areas of the model, which has resulted in a new version of the 
FAIR model, the FAIR 2.1. These five areas are: (i) multi-gas emission pathways (and 
envelopes) corresponding to a stabilization of GHG concentration at levels of about 
450, 550 and 650 ppm CO2-eq. (Den Elzen et al., 2006b); (ii) abatement cost calcula-
tions for mitigation scenarios based on updated MAC curves for all GHG emissions 
from the TIMER 2 and IMAGE 2.3 models (Den Elzen et al., 2006a); (iii) updated climate 
attribution calculations (Den Elzen et al., 2005a); (iv) an updated Triptych approach 
(based on the work of Phylipsen et al., 2005), two additional post-2012 regimes for 
post-2012 commitments (i.e. Common-but-differentiated convergence (Höhne et al., 
2004), and the South–North Dialogue Proposal (Den Elzen, 2005), and (v) country-scale 
calculation of emission allowances and abatement costs, referred to as the FAIR-world 
model (Den Elzen, 2005). 
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